This page intentionally left blank
Electrical Neuroimaging
Dedicated to
  Dietrich Lehmann, our teacher, mentor
  and friend
# Contents

**List of contributors** viii  
**Preface** ix

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Title</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>From neuronal activity to scalp potential fields</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Daniel Brandeis, Christoph M. Michel and Florin Amzica</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Scalp field maps and their characterization</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Thomas Koenig and Lorena R.R. Gianotti</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Imaging the electric neuronal generators of EEG/MEG</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Roberto D. Pascual-Marqui, Kensuke Sekihara, Daniel Brandeis and Christoph M. Michel</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Data acquisition and pre-processing standards for electrical neuroimaging</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>Christoph M. Michel and Daniel Brandeis</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Overview of analytical approaches</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>Thomas Koenig and Jiří Wackermann</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Electrical neuroimaging in the time domain</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>Christoph M. Michel, Thomas Koenig and Daniel Brandeis</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Multichannel frequency and time-frequency analysis</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>Thomas Koenig and Roberto D. Pascual-Marqui</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Statistical analysis of multichannel scalp field data</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>Thomas Koenig and Lester Melie-García</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>State space representation and global descriptors of brain electrical activity</td>
<td>191</td>
</tr>
<tr>
<td></td>
<td>Jiří Wackermann and Carsten Allefeld</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Integration of electrical neuroimaging with other functional imaging methods</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>Daniel Brandeis, Christoph M. Michel, Thomas Koenig and Lorena R.R. Gianotti</td>
<td></td>
</tr>
</tbody>
</table>

**Index** 233
Contributors

Carsten Allefeld
Institute for Frontier Areas of Psychology and Mental Health
Freiburg im Breisgau, Germany

Florin Amzica
Department of Stomatology
Université de Montréal
Montreal, Canada

Daniel Brandeis
Department of Child and Adolescent Psychiatry
University of Zürich
Switzerland
and Central Institute of Mental Health
Mannheim, Germany

Lorena R.R. Gianotti
The KEY Institute for Brain-Mind Research
University Hospital of Psychiatry
University of Zürich
Zürich, Switzerland

Thomas Koenig
Department of Psychiatric Neurophysiology
University Hospital of Psychiatry
University of Bern
Bern, Switzerland

Lester Melie-García
Neuroinformatics Department
Cuban Neuroscience Center
Havana, Cuba

Christoph M. Michel
Functional Brain Mapping Laboratory
Neurology Clinic, University Hospital and Fundamental Neuroscience Department
University Medical School
University of Geneva
Geneva, Switzerland

Roberto D. Pascual-Marqui
The KEY Institute for Brain-Mind Research
University Hospital of Psychiatry
University of Zürich
Zürich, Switzerland

Kensuke Sekihara
Department of Systems Design and Engineering
Tokyo Metropolitan University
Tokyo, Japan

Jiří Wackermann
Institute for Frontier Areas of Psychology and Mental Health
Freiburg im Breisgau, Germany
Preface

In 1929, Hans Berger, the founding father of electroencephalography (EEG), described EEG as a “window into the brain,” because EEG appeared to be a sensitive indicator of mental states. Eighty years later, recording and analysis methods exist that have made EEG a widespread and validated tool to observe the spatial and temporal dynamics of brain network activity during a large variety of mental states and processes in a completely noninvasive fashion. This has been made possible by significant technological advances that now allow the simultaneous recording of an EEG from a large number of electrodes at a high sampling rate, and the application of space-domain oriented approaches to the analysis of these recordings. This book gives an overview of these methods. Illustrated by various examples from experimental and clinical studies, the book is a tutorial on how to use EEG as a modern functional imaging method with the advantage of directly recording neuronal activity with millisecond temporal resolution, an approach called electrical neuroimaging.

Electrical neuroimaging has enormous potential if properly applied, but it can also easily lead to erroneous conclusions if its basic principles are not properly understood. This book intends to give a comprehensive introduction to the basics of multichannel recording of EEG and event-related potential (ERP) data, and to spatio-temporal analysis of the potential fields. All chapters include practical examples from clinical and experimental research. The book enables a researcher to measure valid data, select and apply appropriate analysis strategies and draw the correct conclusions when analyzing and interpreting multichannel EEG/ERP data. It informs the research community about the possibilities opened by these space-domain oriented strategies to the analysis of brain electrical activity, and of their potential for multimodal integration with other (structural, metabolic, etc.) data.

Electrical neuroimaging is decisively different from the traditional analysis of EEG and ERP data, which is based upon waveform morphology and/or frequency characteristics of recordings at certain electrode positions. Electrical neuroimaging exclusively considers the spatial properties of electric fields and the temporal dynamics of these fields. It uses these to conclude on putative generators in the brain that gave rise to these recorded fields on the scalp. The approach therefore fills an important gap that has not been covered by other comprehensive textbooks on the analysis of EEG and ERP.

The book begins with an introduction of what the EEG on the scalp surface actually records. It comprises the basics of what we know about the generation of electric fields in the brain, which can be measured noninvasively at the scalp, and about the generation of oscillatory activity at different frequency ranges. This basic knowledge is needed for understanding the following chapter on how electric potential fields on the scalp are generated and how they are characterized. Knowing the generators in the brain and the expression of these activities on the scalp surface allows the key issue of estimating putative generators in the brain to be addressed. The book therefore contains a thorough discussion of the methods available to solve the electromagnetic inverse problem, focusing mainly on distributed inverse solutions that impose minimal a priori constraints. It is followed by a rather practical chapter on the basic requirements for recording high-density EEG and preparing these data for electrical neuroimaging. The subsequent chapters show with many practical examples how to assess the many different facets of time- and frequency-domain EEG. The knowledge and methods
presented here are strictly based on well-established facts about the relation between generators in the brain and scalp-surface recordings. The results obtained by these methods thus have simple and unique interpretations in terms of intracerebral brain electric activity. Finally, the emerging field of multimodal integration is discussed, with special emphasis on the combination of EEG-based neuroimaging and functional MRI.

The book will be of great utility to cognitive neuroscientists, but also clinical neurophysiologists, neurologists and psychiatrists, as we emphasize with many practical examples the usefulness of these methods for developmental and clinical applications. The first attempts in the early 1990s to introduce quantitative EEG mapping into clinical applications were hampered by severe technical difficulties. This is not the case any more. High resolution EEG with up to 256 channels is very easy and fast to apply in clinical routine in adults as well as in children, allowing the application of the analysis methods described in this book to pathological alterations of brain function that continue to intrigue clinical neurophysiologists. It should provide them with a new tool to critically increase the sensitivity, specificity and interpretability of the measure they have used for over half of a century, which is the electroencephalogram.
Introduction

The EEG, along with its event-related aspects, reflects the immediate mass action of neuronal networks from a wide range of brain systems, and thus provides a particularly direct and integrative noninvasive window onto human brain function. During the 80 years since the discovery of the human scalp EEG\(^7\), our neurophysiological understanding of electrical brain activity has advanced at the microscopic and macroscopic level and has been linked to physical principles, as summarized in standard textbooks\(^2–^5\). The present introduction builds upon these texts but focuses on spatial aspects of EEG generators, many of which are applicable to both spontaneous and event-related activity\(^6–^8\). In particular, it is critical for the purpose of electrical neuroimaging to know which neural events are detectable at which spatial scales. As we will show, the spatial characterization of the neural EEG generators, and the advances in spatial signal processing and modeling converge in important aspects and provide a sufficiently sound basis for electrical neuroimaging. Because of the unique high temporal resolution of the EEG, electrical neuroimaging not only concerns the possible neuronal generator of the scalp potential at one given moment in time, but also the possible generators of rhythmic oscillations in different frequency ranges. In fact, understanding the intrinsic rhythmic properties of cortical or subcortical–cortical networks can help to constrain electrical neuroimaging to certain frequency ranges of interest and to perform spatial analysis in the frequency domain\(^9–^10\). This is why this chapter not only discusses the general aspects of the generators of the potential fields on the scalp, but it also discusses the mechanisms underlying the genesis of the oscillatory behavior of the EEG.

Spikes and local field potentials

Invasive neurophysiological studies, mainly in animals, have proven crucial in clarifying the principles of neural activation and transmission at different spatial scales. Since the physics of currents and potential fields ensures their linear superposition, some understanding at both the microscopic and the macroscopic levels is essential for understanding spatio-temporal properties and constraints of the EEG generators. *Intracellular recordings* from individual neurons in animals demonstrate that the dominant electrical events at the microscopic level are focal, large and fast action potentials depolarizing the cell’s resting potential by more than 80 mV (from \(-70\) mV to positive values and back in less than 2 ms) when measured across the few nanometers of the cell membranes. These action potentials frequently originate at the soma (axon hillock) and propagate within \(< 1\) ms to the axonal terminals. Nearby
extracellular recordings reveal corresponding spikes, which resemble the first temporal derivative of their intracellular counterparts and can reach at least 600 µV. The multi-unit activity filtered to include only frequencies above 300 Hz is dominated by these spikes which mainly reflect neuronal output, while the slower local field potentials (< 300 Hz) reflect mainly postsynaptic potentials and thus neuronal input. However, in general both signals strongly correlate with local intracellular spiking as well as with metabolic demand. Spatial aspects of such activity are revealed by multichannel intracranial recordings with regularly spaced electrodes. These recordings confirm that spike amplitudes fall off rapidly to a tenth (< 60 µV) outside a 50 µm radius, which limits their spatial spread to the sub-millimeter scale. This property thus prevents the fields due to individual spikes becoming potentially measurable as “far fields” in the EEG, i.e. at the scalp, which is at least 2 cm away from brain tissue. Also, the short spike duration makes summation in time less likely. As a consequence, individual spikes or action potentials propagating along the axons, and more generally electric events in white matter structures such as large fiber bundles, can be neglected as direct EEG generators. A possible exception are very small (< 0.5 µV), fast (latency under 20 ms), high frequency oscillations (above 100 Hz) which may contribute to the heavily averaged evoked patterns measured at the scalp such as the early auditory brain-stem potentials or early somatosensory oscillations.

Spiking correlates with the less focal, and typically slower and weaker extracellular field potentials. These reflect neural mass activity due to linear superposition of those fields which do not form closed field current loops. In brain regions such as the neocortex, this extracellular activity is synchronized well beyond the sub-millimeter scale and reflects summation of excitatory or inhibitory postsynaptic potentials in space and time. Such neural mass action occurs if neurons are both arranged in parallel over some distance, and receive synchronized synaptic input in a certain layer as typical for the neocortex with its aligned pyramidal cells. Although the EEG of patients with focal epilepsy is dominated by slow frequencies, very strong high-frequency oscillations (fast ripples, 100–500 Hz) can be recorded intracranially from the seizure onset zone. These oscillations typically extend over a few millimeters, which suggests that they reflect synchronized field potentials rather than spikes. Their focality, and the fact that they are typically accompanied by more widespread and even stronger lower-frequency oscillations limit their detectability in scalp recordings.

Sinks and sources

The major generators of the scalp EEG are extended patches of gray matter, polarized through synchronous synaptic input either in an oscillatory fashion or as transient evoked activity, which reflects additional generators rather than just phase reorganization of ongoing oscillations. In the cortex, such patches contain thousands of cortical columns, where large pyramidal cells are aligned perpendicularly to the cortical surface, and where the different layers are characterized by synaptic connections from different structures. The extracellular currents which flow between the layers of different polarity are matched by reverse intracellular currents. Models which consider the realistic cell geometries suggest that not only apical but also basal dendrites may contribute to EEG. Such variable generator regions are consistent with the variety of laminar potential and current density distributions. While evoked activity often starts with prominent current sinks in cortical layer IV, more variable laminar distributions are found for later components of the evoked potentials as well as for epileptic activity. Unfortunately, there are only rough indirect estimates regarding the degree
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(defined by the local dipole strength and the percentage of neuronal elements contributing) and the spatial extent (area) of polarization due to neural synchronization, particularly for the healthy human brain.

The relation of intracortical activity to surface-recorded EEG is far from simple. The surface EEG does not allow distinguishing between the various possible arrangements of sinks and sources in the different cortical layers. This is due to the fact that the scalp potentials represent only the open field dipolar component of the complex multipolar current generators within the different cortical layers. It has already been mentioned above that the scalp EEG reflects not only the activity of the uppermost parts of the apical dendrites, but also activities in deeper layers or structures. In addition, there have been studies showing that early surface evoked potential components can be related to presynaptic activation of the thalamocortical afferents and excitatory postsynaptic potentials on the stellate cells in area 4C.

This questions the generally held notion that only cortical pyramidal cells are generating open fields that can be detected by the EEG. Additional concerns are raised by the possibility that glial cells, if organized along an axis parallel to the apical dendrites, could constitute a powerful dipole which could constitute a source of EEG activities. This aspect is discussed in detail below with respect to the generators of delta rhythms. The difficulty of relating the scalp potential to a specific distribution of sources and sinks in the different layers of the cortex is illustrated in Figure 1.1. It shows the scalp evoked potentials recorded from 32 epicranial electrodes in anesthetized mice during whisker stimulation as well as the intracranial evoked potentials and the current source density profile from a multi-electrode probe inserted in the S1 barrel cortex. A complex distribution of sinks and sources in the different layers can be seen in the intracranial recording that drastically changes across time. The initial activation at around 10 ms is dominated by sinks in layers II–III and layer V and sources in layers I, IV and VI. A nearly reverse distribution is seen at around 40 ms. Despite this very different source/sink distribution at the two time points, the same positive potential is measured on the epicranial electrode and nearly similar configurations of the potential maps are seen. Thus, the scalp potential represents a weighted sum of all active currents within the brain that generate open fields (for a detailed discussion and comparison with human evoked potentials see Megevand et al., 2008). The sum of all these open field generators forms what is often called an equivalent dipole generator. The current dipoles are thus used as simple, idealized models describing strength, orientation and localization of the sum of the volume-conducted open field activity of all layers of the cortex (see also Chapter 3).

**Equivalent current dipoles**

Current dipoles of 10 nA are considered typical when modeling evoked activity at the scalp in normal physiological conditions; this holds for the EEG as well as for the MEG (magnetoencephalogram) which reflects the magnetic field generated by the same current dipoles. This estimate is also consistent with laminar recording of current source density. However, estimates regarding degree and spatial extent of postsynaptic neural synchronization represented by such a dipole vary considerably. They range from just 50,000 pyramidal neurons to 1 million synapses in a cortical area of 40–200 mm², which would mean that less than 1% of the synapses contribute to the EEG at any given moment. Stronger activity is observed during spontaneous oscillations, and the largest activities exceeding 500 µV are observed during epileptic seizures and during slow-wave sleep, particularly in children; whether this
is due to a larger extent or a larger degree of synchronization is essentially open. Simplifying assumptions, such as that the EEG generators reflect mainly surface negativity of cortical patches due to excitatory postsynaptic input at the apical dendrites, are thus not supported.

To qualify as major EEG generators, patches of consistently polarized brain tissue also need an approximately planar geometry to ensure that linear summation produces a net
polarization or “far field” along the dominant or mean orientation. This typically holds for activity on the cortical gyri (parallel to the skull, with radial polarization), but also on the walls of cortical sulci (with tangential polarization) or in deeper structures like the cingulate gyrus. Both radial and tangential polarizations give rise to characteristic but distinct scalp EEG maps, while radial polarization generates no MEG maps, as illustrated in Figure 1.2. Closely folded brain structures only generate “closed fields” which cancel within a few millimeters due to nearby sources with random or opposite orientations. Although some structures like the cerebellum were historically considered to generate only closed fields and no EEG, recent MEG findings of consistent cerebellar activation strongly suggest that the cerebellum can also generate scalp EEG. The same is true for mesial temporal structures such as the hippocampus and the amygdala as demonstrated in EEG and MEG studies with simulations as well as with recordings in patients with mesial temporal lobe epilepsy.

Forward solutions of the electric scalp field can be computed in an accurate and unambiguous fashion from the intracranial electrical distribution, provided the geometric and electric properties of the head (i.e. the shape and conductivity of all compartments) are known (see Figure 1.2 and Chapter 3). However, a full description of the electrical distribution at all spatial scales, starting at the microscopic level with its large intracellular voltages, is obviously beyond reach. Spatial considerations which constrain this description to potential EEG generators are thus critical.

Electroencephalography sources generate field potentials which still fall off steeply within the brain, but far less so if measured through the scalp. This is because the lower conductivity of the skull compared with the brain causes spatial blurring at the scalp. Superficial sources are thus attenuated more strongly than deep ones, as confirmed by recordings of the intracranial and scalp distribution induced by intracranial stimulation in patients which closely matched predictions from dipole models. Accordingly, scalp voltages generated by the deepest sources in the center of the head still reach 20–52% of the voltages generated by the most superficial sources of the same source strength; this percentage would be considerably reduced (to only 4–15%) with equal skull and brain conductivities.
The important consequence for electrical neuroimaging is that the EEG displays a considerable sensitivity to deep sources which is more pronounced than for the MEG (Figure 1.2) and is often underestimated. Neglecting the contribution of deep sources to the EEG is thus generally not justified. Another consequence is that the relative sensitivity to superficial versus deep sources depends critically upon the conductivity of the skull. The systematic developmental changes in relative conductivity thus need to be considered in electrical neuroimaging. Higher conductivity of infant skulls leads to less spatial blurring which emphasizes superficial sources and lowers spatial correlations. The issue of conductivity and spatial blurring is discussed in detail in Chapter 4.

**Spatial smoothness**

The spatial extent and the spatial smoothness of the synchronized polarization in EEG generators is another crucial but only partly resolved issue for electrical neuroimaging. The most direct knowledge about the spatial extent of human EEG generators comes from the few studies where intracranial and scalp recordings in epilepsy patients were combined for diagnostic purposes. Despite the caveat that the coverage with intracranial electrodes is typically very limited, and that the epileptic EEG is not typical of normal oscillatory or event-related activity but characterized by particularly strong and synchronized EEG events, these findings provide crucial constraints for source models, and illustrate the different scales of spatial smoothness and resolution which govern intracranial and scalp EEG. Intracranial recordings find that interictal spike activity reaches 50–500 µV and is often limited to 2–3 cm (i.e. to 2–3 contacts of multicontact electrodes with typical spacing), with sharp fall-offs beyond the active region (to under 10% at the next contact), or to less than 6 cm² on an electrode grid. These focal spikes are usually hard to detect in the scalp EEG, even despite considerable intracranial amplitude and averaging based on an intracranial channel. Similarly, strong synchronization (using coherence estimates, see Chapter 7) between neighboring electrodes of intracortical grids is typically limited to well-demarcated regions of 2–5 cm diameter. This corresponds well to historical estimates based on a cadaver model, where at least 6 cm² of a model generator is needed to contribute for scalp amplitudes of 25 µV, and to models suggesting that at least 4–6 cm² need to be activated synchronously. More recent work with epilepsy patients even suggests that for such epileptiform activity, synchronization of at least 10 cm² is required, and that synchronization of under 6 cm² does not generate visually detectable scalp amplitudes, but such estimates may be somewhat inflated due to the use of isolating grids. Intracranial recordings of spontaneous rhythmic activity are particularly rare. They provide evidence for a similar spatial extent over a few centimeters, with some polarity reversals between adjacent occipital electrodes spaced about 1 cm apart.

What amplitude is detectable in the scalp EEG clearly depends on both the detection method and the signal-to-noise ratio. Typically, epilepsy potentials above 10–20 µV at the scalp exceed the level of spontaneous activity and noise in some EEG channels and become reliably visible. Averaging can also retrieve much smaller activities at the scalp (< 0.5 µV as for the brain-stem potentials) provided they are systematically time locked to external (or larger intracranial) events.

Taken together, evidence from basic neurophysiology and from intracranial recordings suggests that the main source of the EEG is the dynamic, synchronous polarization of spatially aligned neurons in extended gray matter networks, due to postsynaptic rather than action potentials. Important constraints regarding the spatial extent and the maximal
physiological polarization of effective EEG generators can be derived from this evidence. However, further constraints regarding orientation and depth of EEG generators are rarely justified. Recent evidence rather suggests that a wider range of active brain structures than previously thought may contribute to the EEG. This point is particularly relevant with respect to some of the potential generators of EEG oscillatory rhythms that are discussed in the following section.

Oscillations in brain networks

An important question for electrical neuroimaging is whether spatial aspects of the activated networks can be derived from frequency characteristics of the scalp-recorded oscillations. The characteristic rhythms in cortical structures have long been thought to be mainly under thalamic control, and thus to involve an entire thalamocortical network in both normal\cite{46,47} and pathological conditions\cite{18,49}. However, recent research emphasizes, on the one hand, the intrinsic rhythmic properties of cortical networks\cite{50} (for review, see Amzica & Steriade, 1999\cite{51}); on the other hand, it is known that some of the rhythms recorded at the EEG level are exclusively generated within specific structures: either the cortex alone, or the thalamus alone, or outside the thalamocortical system, in the hippocampus.

An EEG analysis is often made according to the spectral content of the recording signals (see Chapter 7). Although this might confer certain advantages, it also contains numerous pitfalls that prevent correct conclusions. This is mainly due to the fact that a given frequency band may ambiguously reflect various conditions, or phenomena originating at different locations. We will organize this section according to the frequency bands traditionally encountered in the EEG praxis, however, emphasizing the possible sources of haziness related to the interpretation of EEG signals. The reader should keep in mind, when extrapolating from cellular data to EEG, that:

1. Cellular recordings are almost exclusively performed in animals, whose phylogenetic development, behavioral and structural peculiarities are often neglected.
2. The study of the intrinsic properties of cells is mostly carried out in vitro or in cultures, preparations that are as far as one can imagine from the complex reality of the whole brain, both in terms of network linkages and physiological state. At best, these preparations would correspond to a deeply comatose brain.
3. The study of the network interactions, however multisite they might be, are still based on recordings from spatially discrete and limited locations rather than continuous.
4. Anesthesia is often unavoidable in animal studies and the elimination of the pharmacological effect is more complicated than a mere subtraction.

Slow, delta rhythms

Grey Walter\cite{52} was the first to assign the term “delta waves” to particular types of slow waves recorded in the EEG of humans. Although Walter introduced the term delta waves in correspondence to pathological potentials due to cerebral tumors, with time delta activities became more related to sleep and anesthesia. The IFSECN\cite{53} defines delta waves as waves with a duration of more than 1/4 s (which implies a frequency band between 0 and 4 Hz). There have been various studies aiming at disclosing the relationship between cellular activities and EEG and the sources of delta activities\cite{54,55}. In the following it will be emphasized that the 0–4 Hz frequency range reflects more than one phenomenon and that definitions based exclusively on frequency bands may conceal the underlying mechanism. Studies have
unveiled the electrophysiological substrates of several distinct activities in the frequency
range below 4 Hz during sleep and anesthesia. Their interaction within corticothalamic net-
works yields to a complex pattern whose reflection at the EEG level takes the shape of poly-
morphic waves.

It should also be stressed from the beginning that delta activities cover two EEG phenom-
ena: waves and oscillations with some regularity of the variation, with no clear separations
between the two, as far as spectral analysis is concerned.

As for now, there are at least two sources of delta activities: one originating in the thalamus
and the other one in the cortex.

**Thalamic delta** oscillations have been found in a series of in vitro studies. They revealed
that a clock-like oscillation within the delta frequency range (1–2 Hz) is generated by the
interplay of two intrinsic currents of thalamocortical cells. Whereas most brain oscillations
are generated by interactions within networks of neurons, but also glial cells, the thalamic
delta oscillation is an intrinsic oscillation between two inward currents of thalamocorti-
cal cells: the transient calcium current ($I_{\text{t}}$) underlying the low-threshold spike (LTS) and a
hyperpolarization-activated cation current ($I_{\text{h}}$).\(^{56,57}\)

This oscillation was also found in vivo, in the thalamocortical neurons of the cat, after
decortications.\(^{58}\) Thalamocortical neurons from a variety of sensory, motor, associational and
intralaminar thalamic nuclei were able to display a clock-like delta rhythm either induced by
imposed hyperpolarizing current pulses or spontaneously. However, in intact preparations,
with functional cortico-thalamic loops, the regular thalamic delta oscillation was absent or
largely prevented by the ongoing cortical activity.\(^{59}\) This raises concerns as to the emergence
of this intrinsically generated thalamic rhythm at the level of the EEG.

The existence of **cortical delta** was suggested on the basis that delta waves, mainly at 1–
2 Hz, survive in the EEG of athalamic cats.\(^{60}\) Whether such procedures generate a physiologi-
cal or a pathological pattern remains an open question; nonetheless, they create a deafferenta-
tion of the cortex. Extracellular recordings of cortical activity during pathological delta waves
(as obtained by lesions of the sub-cortical white matter, the thalamus or the mesencephalic
reticular formation) have shown a relationship between the firing probability and the surface-
positive (depth-negative) delta waves, whereas the depth-positive waves were associated with
a diminution in discharge rates.\(^{61}\) These field-unit relationships led to the assumption that
the depth-positive component of delta waves reflects maximal firing of inhibitory interneu-
rons. However, this has not been found. It was suggested that EEG delta waves are rather
generated by summation of long-lasting after-hyperpolarizations produced by a variety of
potassium currents in deep-lying pyramidal neurons.\(^{62}\)

A third type of delta patterns appeared with the discovery of a novel oscillation domi-
nating sleep EEG activities (around, but generally below 1 Hz). Its thorough investigation
at the cellular level (see below) set the basis for revisiting the cellular basis of delta rhythms.
The frequency of this slow oscillation depends on the anesthetic used and the behavioral
state: it is slower under anesthesia than during natural sleep. It is found in both animals and
humans.\(^{63,68}\) The slow oscillation is generated within the cortex because it survives
after thalamectomy,\(^{69}\) is absent from the thalamus of decorticated animals and is present
in cortical slices.\(^{71}\) At the intracellular level, the slow oscillation showed that cortical neu-
rons throughout layers II to VI displayed a spontaneous oscillation recurring with periods of
1–5 seconds, depending on the anesthetic/sleep stage, and consisting of prolonged depolariz-
ing and hyperpolarizing components (Figure 1.3A). The long-lasting depolarizations of the
Figure 1.3  A. Pyramidal cell from the somatosensory cortex (area 3b) during the slow (< 1 Hz) oscillation. The left panel shows intracellular recordings and simultaneously recorded EEG in the vicinity (∼1 mm) of the cell. The EEG was recorded by means of coaxial electrodes located on the surface and at a depth of ∼0.6 mm. The cell oscillated at 0.9 Hz with depolarizing phases corresponding to depth-EEG negative (surface-positive) potentials. The right panel shows the corresponding cell stained with Neurobiotin (calibration bar in mm). (Modified from41.)

B. Fluctuations during the slow oscillation. Relationships between intracellular membrane potential, extracellular calcium ([Ca]out) and field potential. Periodic neuronal depolarizations triggering action potentials were interrupted by periods (300–500 ms) of hyperpolarization and silenced synaptic activity. [Ca]out dropped by about 0.25 mM during the depolarizing phase reaching a minimum just before the onset of the hyperpolarization. Then, [Ca]out rose back until the beginning of the next cycle. C. Thirty cycles were averaged (spikes from the neuronal signal were clipped) after being extracted around the onset of the neuronal depolarization. The vertical dotted lines tentatively indicate the boundaries of the two phases of the slow oscillation. (Modified from Massimini & Amzica74 with permission from the American Physiological Society. Copyright © 2001.)
slow oscillation consisted of EPSPs, fast prepotentials and fast IPSPs reflecting the action of synaptically coupled GABAergic local-circuit cortical cells. The long-lasting hyperpolarization, interrupting the depolarizing events, is associated with network disfacilitation in the cortex achieved by a progressive depletion of the extracellular calcium ions during the depolarizing phase of the slow oscillation (Figure 1.3B–C).

All major cellular classes in the cerebral cortex display the slow oscillation. During the depth-positive EEG wave they are hyperpolarized, whereas during the sharp depth-negative EEG deflection cortical neurons are depolarized (Figure 1.3). The spectacular coherence between all types of cortical neurons and EEG waveforms mainly relies on the integrity of intracortical synaptic linkages, but other projections, possibly cortico-thalamo-cortical, as well as networks of gap junctions (see below) might contribute to the synchronizing of the slow oscillation.

The better comprehension of the mechanisms determining the pacing of the slow oscillations came from experiments considering the possible dialogue between neurons and glial cells. Dual simultaneous intracellular recordings from neurons and adjacent glial cells explored the possibility that glia may not only passively reflect, but also influence, the state of neuronal networks. The behavior of simultaneously recorded neurons and glia is illustrated in Figure 1.4. During spontaneously occurring slow oscillations, the onset of the glial depolarization did, in the vast majority of the cases, follow the onset of the neuronal depolarization with an average time lag around 90 ms (Figure 1.4). This time lag is, however, longer than the one obtained from pairs of neurons (around 10 ms in Amzica & Steriade). The glial depolarization reflects with virtually no delay the potassium uptake. Toward the end of the depolarizing phase, the glial membrane begins to repolarize before the neurons (Figure 1.4). Glial cells might thus control the pace of the oscillation through changes in the concentration of extracellular potassium.

The overall synchronization of the slow oscillation in the cortex is also assisted by glial cells, which are embedded in a gap junction-based network, through the phenomenon of spatial buffering. Spatial buffering even local increases of extracellular potassium by transferring it from the extracellular milieu to the neighboring glial cells, then through gap junctions and along the potassium concentration gradient, at more distant sites with lower concentrations of potassium, where it is again expelled into the extracellular space. The local spatial buffering during slow oscillations might play two roles: (i) it contributes to the steady depolarization of neurons during the depolarizing phase of the slow oscillation, and (ii) it modulates the neuronal excitability. The latter mechanism could favor the synaptic interaction within cortical networks at the onset of the depolarizing phase of the slow oscillation, but it could equally induce a gradual disfacilitation.

The same cortical glial cells, if organized along an axis parallel to the apical dendrites, could constitute a powerful dipole, which, together with the already existing dipole of arterioles plunging into the cortex from the pial surface, could constitute a source of EEG activities. This aspect of utmost importance still remains to be investigated.

The complex electrographic pattern of slow-wave sleep results from the coalescence of the slow oscillation with spindle (see below) and delta oscillations. The weight of each of these major components is dynamically modulated during sleep by synaptic coupling, local circuit configurations and the general behavioral state of the network. Through its rhythmic occurrence at a frequency that is lower than that of other sleep rhythms (spindles and delta), and due to its wide synchronization at the cortical level, the cortical slow oscillation
provides a synchronous input to thalamic neurons, thus triggering and/or grouping sequences of spindles or delta oscillations.

**Theta rhythms**

Theta waves are usually in the 4–7 Hz frequency range. The normal theta activity should not be confused with pathological theta waves\(^\text{83}\), described as a slowing down of alpha activity, expressed during cerebral blood flow reduction\(^\text{84}\), or metabolic encephalopathies\(^\text{85}\).

In humans and monkeys\(^\text{86}\), locally generated intracranial theta activity is prominent in anterior midline and cingulate regions during working memory tasks\(^\text{87,88}\). It is often
phase locked to high frequency gamma activity (see below), giving rise to an “oscillatory hierarchy.”

Theta activity appears conspicuously in rodents such as rabbits (first description of the rhythm by Green & Arduini, 1954) and rats (see below) in relation with sensory processing and the control of different types of movements. In cats, theta oscillations occur almost exclusively during REM sleep.

These theta waves have been described in the cortical limbic system (hippocampus, entorhinal cortex and cingular areas) where they display, according to species and conditions, rhythmic activities extending from 3–4 Hz to 10 Hz, which is somehow larger than the conventional range of the theta rhythm (4–7 Hz). The search for a theta pacemaker has led to controversial results: on the one hand, it was claimed that the septo-hippocampal cholinergic system, driven by the brain-stem reticular core, is the pacemaker of the theta. On the other hand, a dipole of theta activity was found in the entorhinal cortex, with two amplitude maxima, one superficial in layers I–II and the other in layer III. Another theta dipole is set up by inhibitory currents on the soma of pyramidal cells generated by hippocampal local circuit inhibitory cells. Different dipoles have been found in restrained and freely moving animals. The presence of such well-organized dipoles in the hippocampus, together with the very dorsal location of the hippocampus in the brain of rodents is one of the reasons for the overt expression of theta activity in the EEG of these animals.

The theta oscillation is considered to be the result of an interaction within neuronal networks. The first intracellular recordings reported that 85% of the pyramidal cells of the hippocampus CA1 and CA2 areas were synchronous with the field potentials and that this was due to rhythmic excitatory synaptic potentials (EPSPs). The latter observation received formal confirmation from Nunez and colleagues, who also mentioned the contribution of calcium-mediated slow spikes to the depolarizing events.

**Alpha rhythms**

This section summarizes the few elements presently known about the mechanism(s) and origin(s) of alpha rhythm occurring in the frequency range of 8–13 Hz, mainly around 10 Hz. Its initial description also marked the beginning of EEG. A more recent and exhaustive review of different EEG patterns of alpha rhythms in the waking adult can be found in Niedermeyer. However, with few exceptions, the study of the cellular behavior was prevented mainly by the fact that alpha oscillations appear only during wakefulness and no valid anesthesia model was established. The fact that the alpha band overlaps with another EEG phenomenon, the sleep spindles (or sigma rhythms, see below) led to a legitimate, although failed attempt to study it under barbiturate anesthesia. Thus, most of our present knowledge is based on scalp recordings in humans and laminar profiles of cortical field potentials in animals.

Occipital alpha waves usually occur during reduced visual attention. However, there are reports of their enhancement by attention tasks. In a series of prolific and elegant experimental studies performed on dogs, Lopes da Silva and colleagues established that alpha rhythms originate in the cerebral cortex, mostly in the visual areas, although they can also be recorded in the visual thalamus (lateral geniculate and pulvinar nuclei). In the visual cortex, alpha waves are generated by an equivalent dipole layer centered at the level of the somata and basal dendrites of pyramidal neurons in layers IV and V. Furthermore, the
coherence of alpha waves within the visual cortex was not dependent on the thalamic coherence measured in the same animal\textsuperscript{110,111} leading to the conclusion that horizontal intracortical linkages are essential to the spread of alpha activities, with only moderate implication of the thalamus.

### Spindle (sigma) rhythms

Classically, spindles have been regarded as one of the first signs of EEG synchronization during the early stage of quiescent sleep. This type of oscillation is defined by the presence of two distinct rhythms: waxing and waning spindle waves at 7–14 Hz within sequences lasting for 1–2 seconds, and the periodic recurrence of spindle sequences with a slow rhythm, generally 0.2–0.5 Hz. Spindles are generated within the thalamus because they survive in the thalamus after decortications and high brainstem transsection\textsuperscript{112}. Sleep spindles have been mostly studied in cats (in vivo) and ferrets (in vitro). Humans and cats have similar sleep cycles, EEG patterns and ultrastructural organization of their thalamus. Both intrinsic properties of various thalamic neurons\textsuperscript{113} and network linkages (for review, see Steriade\textsuperscript{114}) contribute to the patterning of spindles.

The thalamic circuits comprise two main structures: (a) the dorsal thalamus, made of several nuclei, each of them containing both relay (thalamo-cortical) and local circuit (inter-) neurons, and (b) the nucleus reticularis thalami (RE). The latter is a thin sheet of GABAergic neurons that covers the rostral, lateral and ventral surfaces of the thalamus\textsuperscript{115}. It mainly receives inputs from the cerebral cortex and dorsal thalamus, but also from the rostral sector of the brainstem and basal forebrain. The RE-thalamic-cortical-RE loop constitutes a resonating circuit that reinforces the spindle oscillation. Moreover, spindles generated within the RE nucleus travel along the dorsal thalamic relay pathway en route to the cortex, which probably is responsible for the genesis of the dipole that allows them to surface in the EEG. Interestingly, no spindles are recorded in the EEG of kittens during the first 6–7 days of life, although they are already present in thalamic recordings 3–4 hours after birth\textsuperscript{116}, suggesting that no viable dipole is generated in the thalamus. The brainstem and basal forebrain projections exert activating effects on the above-mentioned circuit with the result of inhibiting spindles.

The RE nucleus has been pointed out as the pacemaker for spindle oscillations because spindles were abolished in the dorsal thalamus after disconnection from the RE\textsuperscript{117}. Similarly, spindles are absent in the cingular cortex\textsuperscript{118} and habenular nuclei, other structures that are devoid of RE inputs.

A fundamental question concerns the triggering factor of a spindle. Steriade and colleagues\textsuperscript{119} have assumed that any excitatory drive stimulating RE cells would start the process. In an intact sleeping brain, the reticulo-thalamic network undergoes periodic, synchronized excitatory inputs from the cortex such as K-complexes (see above), which then shape and modulate the duration of spindles\textsuperscript{120}. Moreover, the synchronization of spindles in the thalamus was widespread, with virtual zero time-lag, in intact preparations, but dropped drastically after decortications\textsuperscript{121,122}.

A final observation concerns the overlapping frequency range of spindles and alpha waves. It should be emphasized that topography\textsuperscript{123} as well as behavioral context and mechanisms are dissimilar. Alpha waves generally occur during relaxed wakefulness and, in some studies they are considered to regulate afferent and efferent signals\textsuperscript{124}. Spindle oscillations, however, occur during unconsciousness, thus making the idea of an alpha-to-spindle continuum obsolete.
Faster (beta, gamma) rhythms
At the opposite side of the EEG spectrum of slow sleep rhythms are fast (> 15 Hz) oscillations associated with wakefulness and paradoxical (REM) sleep. The brain substrate of EEG activation upon arousal has been increasingly understood since the pioneering work of Moruzzi and Magoun125. They reported an “activation” response to the stimulation of brainstem structures consisting of the suppression of spindles and slower EEG rhythms. The cellular mechanisms of this suppressing mechanism have recently been analyzed: the blockage of spindles occurs at the very site of their genesis (the RE nucleus) through the action of acetylcholine, serotonin and norepinephrine. Acetylcholine hyperpolarizes RE126,127, the last two depolarize it128, but the combined action of these neurotransmitters is far from being understood. The intrinsically generated thalamic delta oscillation is blocked through the depolarizing action of both acetylcholine58 and monoamines (118,129). Finally, slow cortical delta activities are prevented by cholinergic actions of the nucleus basalis neurons130,131.

The disappearance of slow-sleep waveforms during the activating response is also accompanied by the appearance of peculiar fast rhythms characterizing wakefulness132. This study reported, in addition to the ocular syndrome of arousal, a clear-cut enhancement in amplitude of the spontaneous EEG rhythms and their regular acceleration to 40–45 Hz instead of the until-then observed flattening of the cortical EEG. Since then, several papers have mentioned the presence of 20–40 Hz waves in various cortical areas, during different conditions of increased alertness. For instance, fast rhythms were observed in a canine subject in the occipital cortex while the dog paid intense attention to a visual stimulus133; during accurate performance of a conditioned response to a visual stimulus in a monkey134; during tasks requiring fine finger movements and focused attention in monkey motor cortical cells135; and during behavioral immobility associated with an enhanced level of vigilance while a cat was watching a visible but unseizable mouse136. Other studies have described stimulus-dependent oscillations at 25–45 Hz of the focal EEG and/or neuronal firing in the olfactory system137 and visual cortex138–142.

The main functional implication of these rhythms in the cortex was proposed to rely on the degree of spatial and temporal synchronization, thus allowing, at a given moment, the aggregation of various cortical areas with the purpose of creating global and coherent properties of patterns, a prerequisite for scene segmentation and figure-ground distinction143. The issue of this “feature binding” is controversial, especially in view of the fact that such fast rhythms are coherent within thalamocortical and cortical networks during states such as sleep and deep anesthesia reputed for the absence of any conscious behavior144. The latter studies were performed in myorelaxed animals therefore precluding any contamination from muscle or movement-related activities, as such interferences were described145.

The genesis of fast (beta-gamma) activities lies at the crossroads of intrinsic and network properties. Cortical neurons generate upon depolarization intrinsic oscillations in the range around 40 Hz146,147. This is equally valid for a subclass of rostral intralaminar thalamic neurons148, a property that is in line with their implication in fast oscillations during activated states associated with neuronal depolarizations, waking and REM sleep. Intralaminar nuclei are particularly fit for wide-range synchronization due to their widespread projections to the cerebral cortex115 including the visual areas149.

In spite of these intrinsic properties that make neurons prone to generate fast oscillations, their embedding in complex, especially cortical, circuits is required for the short- and long-range synchronization, in order to make the rhythm emerge at the EEG level. Freeman137
postulated that the generation of 40–80 Hz activity in the olfactory bulb depends on feedback inhibitory circuits involving local-circuit GABAergic neurons acting on output elements, the mitral cells. Rat somatosensory slices with slightly reduced inhibition, however, displayed activities around 37 Hz generated by networks of intrinsically pyramid-shaped (excitatory) cells\textsuperscript{150}.

With particular consequences for the presence of fast (beta-gamma) activities in the EEG is the fact that, under anesthesia, they do not show field reversal at any depth of the cortex\textsuperscript{63}. Volume conduction was precluded because the negative field potentials of the fast oscillations were systematically associated, at all depths, with neuronal firing and were not observable in the underlying white matter. The absence of potential reversal was explained by the fact that local currents mainly result from transmembrane components, while vertically distributed currents are weaker because current-source-density analyses show alternatively distributed microsinks and microsources\textsuperscript{151}.

The thalamus also participates in the genesis of fast oscillations. It was proposed that corticothalamic axons drive RE neurons, which further lead to the production of IPSP-rebound sequences at 40 Hz in thalamocortical relay cells thus reinforcing cortical activity\textsuperscript{152}. If so (data still lacking), during the waking state when fast rhythms are supposed to occur preferentially, the inhibitory input from RE thalamic neurons would sculpt the tonic firing of thalamocortical cells, and rhythmic spike trains would be transmitted back to the cortex. It is nevertheless established that thalamocortical cells do oscillate within the beta-gamma frequency range and this occurs coherently with field potentials recorded from the related cortical areas (Figure 1.5).

Despite their presence during sleep and under anesthesia, fast (beta-gamma) oscillations are mainly associated with increased levels of alertness, thus closely following the onset of activity in cholinergic aggregates of the brainstem and basal forebrain. The cholinergic activation induces a twofold increase of cortical EEG waves around 40 Hz. Beyond the depolarizing effect exerted by acetylcholine on thalamocortical and cortical neurons, this neurotransmitter when tested in vivo hyperpolarized most of the glial cells, in parallel with an overall decrease in the extracellular potassium concentration\textsuperscript{153}. This effect was also accompanied by an increase of cerebral blood flow, leading to the interpretation that the glial hyperpolarization is due to a boosted transport of potassium across capillary membranes. This is further supported by the fact that EEG activation, when recorded with DC amplifiers, generally displays a persistent positive DC shift\textsuperscript{152}. In addition, brain activation was accompanied in glial cells by a reduced membrane capacitance suggesting that the interglial syncytium shuts down during wakefulness, preventing nonspecific synchronization through spatial buffering mechanisms (as described in the section on slow waves). This feature may thus leave the synchronization of beta-gamma activities strictly to synaptic networks, achieving a more specific aggregation of the neuronal populations involved.

**Conclusions**

The scalp EEG can reflect mass activity from a much wider range of brain structures and cellular types than previously thought. Selected preparations (anesthesia in animals) and certain states (slow-wave sleep) or activation patterns (e.g. early cortical responses) are rather well understood with regard to their laminar and cellular correlates. These models can bridge the gap between cellular and macroscopic scalp events and have proven essential to validate electrical neuroimaging assumptions and source models as discussed in Chapter 4. However, for most human scalp EEG patterns of interest, solid evidence regarding their cellular,
Figure 1.5 Episodes of tonic activation are associated with coherent fast rhythms (40 Hz) in cortical EEG and intracellularly recorded thalamocortical neuron. Cat under ketamine-xylazine anesthesia. A. Four traces represent simultaneous recordings of surface and depth EEG from motor cortical area 4, extracellular discharges of neuron from the rostrolateral part of the thalamic reticular (RE) nucleus, and intracellular activity of thalamocortical neuron from ventrolateral (VL) nucleus. Electroencephalogram, RE and VL cells displayed a slow oscillation (0.7–0.8 Hz) during which the sharp depth-negative (excitatory) EEG waves led to IPSPs in VL cell, presumably generated by spike bursts in a cortically driven GABAergic RE neuron. Part marked by horizontal bar, taken from a short-lasting period of spontaneous EEG activation, is expanded in B (arrow), with EEG waves and field potentials from the RE nucleus filtered between 30 and 50 Hz; part marked by horizontal bar in this panel is further expanded in C to illustrate relations between action potentials of VL cell and depth-negative waves in cortical EEG at a frequency of 40 Hz. D. Cross-correlation (CROSS) between action potentials and depth-EEG shows clear-cut relation, with opposition of phase, between intracellularly recorded VL neuron and EEG waves. (Modified from Seignew et al.153 with permission.)
laminar and regional correlates is still mostly lacking. Given the multiple generator mechanisms for several EEG frequencies, the uncertain spatial extent of synchronization, and the lack of simple one-to-one correspondence between surface and laminar activity, inferring specific circuits, cell types and laminar activities from EEG frequencies and surface polarities is certainly not warranted.
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The present chapter gives a comprehensive introduction into the display and quantitative characterization of scalp field data. After introducing the construction of scalp field maps, different interpolation methods, the effect of the recording reference and the computation of spatial derivatives are discussed. The arguments raised in this first part have important implications for resolving a potential ambiguity in the interpretation of differences of scalp field data.

In the second part of the chapter different approaches for comparing scalp field data are described. All of these comparisons can be interpreted in terms of differences of intracerebral sources either in strength, or in location and orientation in a nonambiguous way.

In the present chapter we only refer to scalp field potentials, but mapping also can be used to display other features, such as power or statistical values. However, the rules for comparing and interpreting scalp field potentials might not apply to such data.

### Generic form of scalp field data
Electroencephalogram (EEG) and event-related potential (ERP) recordings consist of one value for each sample in time and for each electrode. The recorded EEG and ERP data thus represent a two-dimensional array, with one dimension corresponding to the variable “time” and the other dimension corresponding to the variable “space” or electrode. Table 2.1 shows ERP measurements over a brief time period. The ERP data (averaged over a group of healthy subjects) were recorded with 19 electrodes during a visual paradigm. The parietal midline Pz electrode has been used as the reference electrode. Because by definition the reference is zero, the values at Pz in the Table 2.1 are all zero. The measurements at the other electrodes are voltage differences against this reference. The reference issue will be discussed in detail later in this chapter.

The time course of the measured EEG data is easily inferred from the values in Table 2.1 because adjacent time points are shown in subsequent columns of the table. Thus electrode-wise line plots of the values over time visualize the time course of the measured EEG data (Figure 2.1A). An alternative view to the electrode-wise line plots is shown in Figure 2.1B, where voltage differences against a given reference are expressed in terms of different colors (red denotes in our case a positive voltage difference and blue a negative voltage difference) and different color intensity (the greater the color intensity, the larger the voltage difference). On the other hand, it is not possible to represent the scalp location of the electrodes in Table 2.1. The aim of the next section is to explain how to construct a so-called “scalp field map.”

Table 2.1  Event-related potential voltage measurements (in microvolt) recorded during a visual paradigm with the placed according to the International 10–20 System\textsuperscript{25}. The columns show samples adjacent in time. The bold numbers indicate electrodes Pz (left panel) or Cz (right panel) as reference electrode. The table rows represent the 19 electrodes that were the sample at 100 ms that will be further investigated.

<table>
<thead>
<tr>
<th></th>
<th>84 ms</th>
<th>92 ms</th>
<th>100 ms</th>
<th>108 ms</th>
<th>116 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fp1</td>
<td>0.90</td>
<td>1.00</td>
<td>0.35</td>
<td>−0.40</td>
<td>−0.80</td>
</tr>
<tr>
<td>Fp2</td>
<td>0.90</td>
<td>1.00</td>
<td>0.40</td>
<td>−0.25</td>
<td>−0.75</td>
</tr>
<tr>
<td>F7</td>
<td>1.10</td>
<td>1.20</td>
<td>0.75</td>
<td>0.05</td>
<td>−0.55</td>
</tr>
<tr>
<td>F3</td>
<td>0.65</td>
<td>0.50</td>
<td>−0.05</td>
<td>−0.70</td>
<td>−1.00</td>
</tr>
<tr>
<td>Fz</td>
<td>0.55</td>
<td>0.35</td>
<td>−0.30</td>
<td>−0.90</td>
<td>−1.25</td>
</tr>
<tr>
<td>F4</td>
<td>0.55</td>
<td>0.45</td>
<td>−0.15</td>
<td>−0.65</td>
<td>−0.90</td>
</tr>
<tr>
<td>F8</td>
<td>1.05</td>
<td>1.15</td>
<td>0.70</td>
<td>0.05</td>
<td>−0.55</td>
</tr>
<tr>
<td>T3</td>
<td>1.45</td>
<td>1.70</td>
<td>1.45</td>
<td>0.75</td>
<td>−0.15</td>
</tr>
<tr>
<td>C3</td>
<td>0.40</td>
<td>0.35</td>
<td>0.00</td>
<td>−0.45</td>
<td>−1.00</td>
</tr>
<tr>
<td>Cz</td>
<td>−0.15</td>
<td>−0.35</td>
<td>−0.65</td>
<td>−1.10</td>
<td>−1.50</td>
</tr>
<tr>
<td>C4</td>
<td>0.20</td>
<td>0.20</td>
<td>−0.05</td>
<td>−0.50</td>
<td>−0.95</td>
</tr>
<tr>
<td>T4</td>
<td>1.20</td>
<td>1.50</td>
<td>1.30</td>
<td>0.75</td>
<td>−0.05</td>
</tr>
<tr>
<td>T5</td>
<td>3.00</td>
<td>3.95</td>
<td>4.05</td>
<td>2.95</td>
<td>1.15</td>
</tr>
<tr>
<td>P3</td>
<td>0.80</td>
<td>1.10</td>
<td>1.00</td>
<td>0.45</td>
<td>−0.25</td>
</tr>
<tr>
<td>Pz</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>P4</td>
<td>0.80</td>
<td>1.05</td>
<td>1.00</td>
<td>0.50</td>
<td>−0.35</td>
</tr>
<tr>
<td>T6</td>
<td>2.80</td>
<td>3.75</td>
<td>3.85</td>
<td>2.75</td>
<td>0.70</td>
</tr>
<tr>
<td>O1</td>
<td>3.40</td>
<td>4.65</td>
<td>4.85</td>
<td>3.25</td>
<td>0.80</td>
</tr>
<tr>
<td>O2</td>
<td>3.65</td>
<td>4.60</td>
<td>4.35</td>
<td>2.35</td>
<td>−0.65</td>
</tr>
</tbody>
</table>

Display of a scalp field map

In order to capture the spatial information, the data needs to be graphically arranged such that the position of the electrodes on the scalp and the distances between the electrodes are adequately represented. In Figure 2.2A, a two-dimensional scheme of the electrode positions on the scalp is drawn. The three-dimensional positions of the electrodes have been warped on a two-dimensional plane with Cz as center. Electrodes were shifted away from the center based on their distance to Cz. Note that warping a sphere-like shape, as for instance the scalp surface, to a two-dimensional plane implies some distortions, similar to, for example, two-dimensional representations of the earth’s surface in geographic maps. The method employed here allows the display of all the electrodes in one scheme, but overemphasizes areas at the lower boundary of the electrode array. Alternatively, one could make several schemes showing the electrode positions on the scalp seen from different angles.

Having constructed an electrode scheme, the voltage values shown in Table 2.1 are assigned to their positions, for each sample in time. This procedure is illustrated in Figure 2.2B using the values at time point 100 ms. Looking carefully at Figure 2.2B, it becomes apparent that there is a considerable order in the data: the differences between values at neighboring electrodes are often smaller than the differences between values at remote electrodes. Furthermore, in the given example, the positive and negative values form two spatially distinct groups: most negative values are found at centro-frontal electrodes, while the most...
positive values are found at occipital and temporal electrodes. A first impression of the spatial structure of the data is thus already achieved.

In a next step, one can connect with a line all electrode locations with a given measurement, let us say +1 microvolt (µV), and all points in between with, in this case, an interpolated value of 1 µV (see below for the interpolation issue). Such lines are called isopotential lines, and are analogous for instance to the isobar lines that are used in meteorology to indicate points in our atmosphere that are measuring the same atmospheric pressure, or the contour lines that are used in geographic cartography to indicate height. If isopotential lines are drawn for different voltage values, the obtained picture can be read out in the same way as a geographic map, with “valleys” representing areas of the scalp where lower potential values have been recorded and “mountains” where higher potential values have been recorded. These pictures are called scalp field maps.

In Figure 2.2C, isopotential lines have been drawn for values that correspond to the voltages \(-1, 0, 1, 2, 3\) and \(4\) µV; the bold line corresponds to 0 µV. The isopotential lines visualize something that was not evident before: the lines appear most densely at the posterior part of the scalp, indicating that the differences between adjacent electrodes are largest there. It is important to note that the density of the field lines does not only depend on the potentials that are being displayed, but also on the projection used to map the scalp positions of

<table>
<thead>
<tr>
<th>Table 2.1 (cont.)</th>
<th>84 ms</th>
<th>92 ms</th>
<th>100 ms</th>
<th>108 ms</th>
<th>116 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fp1</td>
<td>1.05</td>
<td>1.35</td>
<td>1.00</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>Fp2</td>
<td>1.05</td>
<td>1.35</td>
<td>1.05</td>
<td>0.85</td>
<td>0.75</td>
</tr>
<tr>
<td>F7</td>
<td>1.25</td>
<td>1.55</td>
<td>1.40</td>
<td>1.15</td>
<td>0.95</td>
</tr>
<tr>
<td>F3</td>
<td>0.80</td>
<td>0.85</td>
<td>0.60</td>
<td>0.40</td>
<td>0.50</td>
</tr>
<tr>
<td>Fz</td>
<td>0.70</td>
<td>0.70</td>
<td>0.35</td>
<td>0.20</td>
<td>0.25</td>
</tr>
<tr>
<td>F4</td>
<td>0.70</td>
<td>0.80</td>
<td>0.50</td>
<td>0.45</td>
<td>0.60</td>
</tr>
<tr>
<td>F8</td>
<td>1.20</td>
<td>1.50</td>
<td>1.35</td>
<td>1.15</td>
<td>0.95</td>
</tr>
<tr>
<td>T3</td>
<td>1.60</td>
<td>2.05</td>
<td>2.10</td>
<td>1.85</td>
<td>1.35</td>
</tr>
<tr>
<td>C3</td>
<td>0.55</td>
<td>0.70</td>
<td>0.65</td>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>Cz</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>C4</td>
<td>0.35</td>
<td>0.55</td>
<td>0.60</td>
<td>0.60</td>
<td>0.55</td>
</tr>
<tr>
<td>T4</td>
<td>1.35</td>
<td>1.85</td>
<td>1.95</td>
<td>1.85</td>
<td>1.45</td>
</tr>
<tr>
<td>T5</td>
<td>3.15</td>
<td>4.30</td>
<td>4.70</td>
<td>4.05</td>
<td>2.65</td>
</tr>
<tr>
<td>P3</td>
<td>0.95</td>
<td>1.45</td>
<td>1.65</td>
<td>1.55</td>
<td>1.25</td>
</tr>
<tr>
<td>Pz</td>
<td>0.15</td>
<td>0.35</td>
<td>0.65</td>
<td>1.10</td>
<td>1.50</td>
</tr>
<tr>
<td>P4</td>
<td>0.95</td>
<td>1.40</td>
<td>1.65</td>
<td>1.60</td>
<td>1.15</td>
</tr>
<tr>
<td>T6</td>
<td>2.95</td>
<td>4.10</td>
<td>4.50</td>
<td>3.85</td>
<td>2.20</td>
</tr>
<tr>
<td>O1</td>
<td>3.55</td>
<td>5.00</td>
<td>5.50</td>
<td>4.35</td>
<td>2.30</td>
</tr>
<tr>
<td>O2</td>
<td>3.80</td>
<td>4.95</td>
<td>5.00</td>
<td>3.45</td>
<td>0.85</td>
</tr>
</tbody>
</table>
Figure 2.1  Electrode-wise line plots and intensity plots of the data described in Table 2.1. A. Line plot against Pz. B. Intensity plot against Pz. C. Line plot against Cz. D. Intensity plot against Cz. In E, the line plots of the three electrodes T3, C3 and Cz were magnified; in black line plots computed against Pz, in red line plots computed against Cz. In F, the line plots of the three electrodes T3, C3 and Cz were magnified; upper panel shows the data computed against Pz, lower panel shows the data computed against Cz. The red color used in the intensity plots represents a positive voltage difference compared with the reference electrode, whereas the blue color represents a negative voltage difference compared with the reference electrode. The greater the intensity of the colors, the larger the differences measured compared with the reference electrode.
Figure 2.2 Construction of a scalp field map. A. Scheme of the electrode positions projected on a two-dimensional plane. The head is seen from above, nose up. B. Scheme of the electrode positions with the values (in microvolts) at time point 100 ms. C. Values with isopotential lines at −1, 0 (bold line), 1, 2, 3 and 4 microvolts. D. Same as C, but negative areas are shown in black. E. Same as D, but with blue areas indicating negative, and red areas indicating positive values. The color intensity is proportional to the voltage differences from zero. F. Same as E, but with an additional color scale and the numbers removed.
the electrodes on a plane. Depending on the distortion of the electrode distances introduced by the projection, the density of the field lines may also appear distorted.

A further improvement in the visualization of the scalp field map is achieved by adding visual codes for specific values. One way to reach this goal is shown in Figure 2.2D, where all negative scalp areas are shown in black with white isopotential lines, and all positive scalp areas are shown in white with black isopotential lines. The introduction of colors further facilitates the visualization of the scalp field map (Figure 2.2E): negative scalp areas are now drawn in a particular color (typically blue) and positive scalp areas are drawn in another color (typically red). Moreover, different color intensities code different voltages, i.e. color intensity increases (or decreases) with increasing voltage differences from zero. Finally, by adding a color scale, the numbers shown in the figures can be removed, still maintaining an unequivocal display (Figure 2.2F). Note that scalp field maps starting from Panel C onward represent only visualization enhancements.

**Interpolation**

The interpolation of scalp potentials serves several purposes:

1. For the visualization of scalp field maps, a sufficient number of points between the electrode positions need to be estimated.

2. If for technical reasons the data recorded at an electrode are not useable, it may be convenient to interpolate those data based on the other electrodes. Whether or not to interpolate “bad” data from one or many electrodes is a question of the signal-to-noise ratio. Initially, data recorded at these electrodes have a bad signal-to-noise ratio. Excluding the electrodes from the analysis eliminates both signal and noise, whereas the interpolation of the electrodes by neighboring electrodes introduces a signal, but also noise coming both from the neighboring electrodes and from uncertainties in the interpolation. Which one of these possibilities produces an optimal signal-to-noise ratio cannot be answered in general and needs to be considered in each particular situation. In general, the interpolation requires that neighboring channels have a good signal-to-noise ratio and that the electrodes to be interpolated are not at the edge of the electrode array.

3. If the data have been recorded with a dense electrode array and the variance of the electrode positions across subjects is large in relation to the inter-electrode distances, it may be useful to normalize the electrode positions across subjects before averaging, to remove noise in the spatial sampling of the data (see also Chapter 4).

There are several procedures for the interpolation of two-dimensional data structures. In general, the problem of interpolation consists of computing a value at a location that was not measured, based on other measured values at other locations. A method suitable for our purpose should produce interpolated values that are as similar as possible to the values that would have been obtained by measuring at the location where the value has been interpolated.

Most of the interpolation routines used for EEG scalp potentials belong to the family of spline interpolations. Using spline interpolations, values at new locations are obtained based on some weighted average of the existing measurements in the neighborhood. The weights are determined by fitting polynomials of some degree to the measured data.

Spline interpolations can be linear (based on a polynomial of first degree), which means that the potentials between neighboring electrodes change in a strictly linear way. This has
Figure 2.3 The linear and the cubic spline interpolation. The dots in the upper graphs show the potentials of an ERP at one moment in time at five temporal-parietal electrodes, going from left to right. The lines correspond to the potential values interpolated between electrodes. Horizontal (vertical) arrows indicate the location of the minima (maxima). Note that in the case of the linear interpolation, the extreme values coincide with the electrode positions. This is not necessarily the case with the spline interpolated data. The central panels show a color-coded 3D profile from left to right, and the lower panels show the color-coded potential values across the five electrodes. While the linear spline interpolation shows sharp edges, the cubic spline interpolation produces a smooth surface.

Also been called nearest neighbor interpolation\(^1\), but to avoid confusion, we will not use this term, because it commonly refers to setting the value of the point to be interpolated to the value of the nearest known point. Consequently, linear spline interpolation limits the location of the minima and maxima of the scalp potential field (see below) to the electrode positions where measured data are available. On the other hand, it produces edges at the lines that connect neighboring electrodes, which is unlikely to occur in reality. Higher order (cubic, quadratic or higher) spline interpolation produces interpolated values that change smoothly across the scalp, minimizing spatial frequencies, but the minima and maxima of the field can be localized between electrode positions, where no measured data are available. Figure 2.3 shows EEG data recorded from five electrodes with interpolated values obtained by linear (first degree) or cubic (third degree) spline interpolation.

In order to evaluate the appropriateness of different interpolation methods, one can make theoretical considerations and/or empirical tests. From a theoretical point of view, we know from the properties of the lead-field (see Chapter 3) that intracerebral generators produce smooth spatial fields. We therefore know that the edges introduced by the linear interpolation...
are an artifact. To the contrary, the putative scalp field minima and maxima localized between electrodes that might arise from the spline interpolation are not necessarily an artifact: although there is no evidence that they are correctly interpolated, there is also no reason to assume that they were actually located at electrode positions.

The different interpolation algorithms have been tested based on real data, using cross-validation tests. These tests consist of removing part of the electrodes and interpolating these missing values. The difference between the interpolated values and the actual measures is then used as an index for the appropriateness of the chosen interpolation method. In general, it was concluded that higher order spline interpolations perform reasonably well in sufficiently dense electrode arrays\(^1,2\).

The estimation of potentials is less reliable when the potentials are located outside of the electrode array and not between some electrodes. Extrapolating potentials beyond the electrode array should thus be avoided. This also implies that the interpolation of electrodes at the border of the electrode array is more prone to artifacts. The electrode array should therefore be chosen such that the fields produced by the events of interest are well covered and that no extrapolation is needed to capture their essential features.

**The reference electrode**

In the example of Table 2.1, the electrode Pz is the reference against which all data shown so far were computed. What would happen if the data were recorded against another reference? The values are actually differences with regard to the reference electrode. The value at the reference electrode is thus by definition zero. Computationally, if another reference is chosen, the new values at each electrode correspond to the voltage difference between the electrode and the new reference. Note that if the new reference is a single electrode, the measurement at that electrode is also subtracted from itself, thus the new value at that electrode is always zero. The recomputation of references is easy if all measurements are against the same reference. Recording setups that do not employ the same reference for all electrodes (bipolar or differential montages) may even make it impossible to recompute the data against a reference of choice.

The procedure of recomputation of references is exemplified in Table 2.1: the previous data that used the electrode Pz as reference (left panel), are recomputed against Cz (right panel). As described above, for each sample in time the measurement of the new reference (Cz) needs to be subtracted from each electrode. In Figure 2.1C, the time course of the ERP data displayed in the right panel of Table 2.1 is line-plotted separately for each electrode (see Figure 2.1D for the intensity plot). It is important to note that since the value we have subtracted from each electrode varies from sample point to sample point, the wave shapes have changed, too (see Figures 2.1E and F).

What happens to the scalp map topography after recalculcation of the data against the new reference? Figures 2.4A and B displays the two scalp map topographies before and after recomputation of the new reference. Since the topography of the mapped brain electric field reflects the relative potential differences between the recording sites, it is not affected by the location of the reference. As described above, recalculating the data against a new reference means that for all electrodes, the same value is being subtracted from the original measurements for each sample in time. The potential differences between electrodes therefore remain unchanged. Changing the site of the recording reference will only influence the decision as to which one of the field lines (isopotential lines) is to be called the zero potential line. Thus,
the spatial configuration of the field distribution, its “landscape,” with the characteristic gradients, mountain peaks and valley troughs, remains invariant; only the labeling of the field lines changes. Using again the comparison with geographic maps: the topographical features remain identical when the electrical landscape is viewed from different points (references), similar to the constant relief of a geographical map where sea level is arbitrarily defined as zero (Figure 2.5). It is thus crucial to observe here that the topographic distribution of scalp fields (in terms of differences) does not depend on the reference.
For analyses to be reference independent, it is thus sufficient, but essential that the extracted features can still be attributed to differences in scalp potentials. These differences can either be dealt with in a global manner (all electrodes against all electrodes) or, if a feature is extracted based on the difference between two electrodes, it has to be considered that both electrodes may have been active, and that the difference thus depends on the activity of both electrodes. The assumption that a measured potential represents the activity at only one position, while the other is always zero, is in general false, and results based on such assumptions remain ambiguous, because they change with the reference. This is namely the case for power maps (see Chapter 7).

The problem of reference-dependent results has produced a considerable amount of confusion in the field and seriously limited the interpretability of results reported. By using methods that consider the distribution of the scalp field rather than the raw scalp potential values, the results and interpretation of the data do not depend on the reference chosen. In the remainder of the book, we will take care that the procedures proposed are formulated in a reference independent way.

Is there a point on the scalp that is electrically always inactive and that would therefore constitute an appropriate location for placing the reference? The general answer to this question is no. Let us assume that at a certain sample in time there is only one single dipole active in the whole head. The dipole is located in the right parietal cortex and the forward solution produces a scalp map topography that is shown in Figure 2.6A. The ensemble of points that

Figure 2.6 No electrically inactive point on the scalp. A. Forward solution of a dipole located in the right parietal cortex. B. Zero line corresponding to the dipole in A. C. Forward solution of a second dipole located in the middle frontal cortex. D. Zero line corresponding to the dipole in C. E. Zero lines corresponding to the dipoles in A and C. F. Forward solution of a third dipole located in the left frontal cortex. G. Zero line corresponding to the dipole in F. H. Zero lines corresponding to the dipoles in A, C and F.
would be a correct reference location for this single source is located on the zero line that runs around the scalp (Figure 2.6B). Let us now assume that another single source is active: there would be another, different zero line around the scalp that would be suitable as the reference location for this other source (Figures 2.6C and D). If we now assume that the two sources are simultaneously active, the location that would be suitable as the reference is the intersection of the two zero-lines (usually two points, see Figure 2.6E). When a third source is added (Figures 2.6F and G), there is usually no single point on the scalp where all three zero-lines intersect (Figure 2.6H). This is even the case if the electrode is placed remotely from the brain, i.e. on the earlobes, nose or anywhere else on the body. References that electrically link different locations on the head (like linked earlobes) may even change the electric properties of the head and therefore introduce artificial distortions in the data.

In the general case of an unknown number of generators it is thus not possible to prove the electric inactivity of any location on the scalp. Even for the case of a single source, it would be necessary to know the location of the source for the proper placement of a reference electrode. But if the location of the source is already known, there is usually little need to measure it.

However, the properties of the EEG forward solution are such that for any source, the voltage integral across the entire head surface is zero. If we could cover the entire head with a sufficient number of equally spaced electrodes, we could thus approximate this voltage integral by the sum of the measurements at all electrodes. Accordingly, we could assume that the sum of the potential differences from all recorded electrodes would be equal to zero. The sum of the potential differences would thus approximate a “correct” zero-reference. Mathematically, this is achieved by using as a reference the average of the measurements at all electrodes. This reference is called the “average reference” (Figure 2.4C).

The validity of the assumptions upon which the average reference is justified depends on the goodness of coverage of the entire head by the electrode array. This coverage is however limited, because it is impossible to cover the entire volume, especially the lower part of the brain.

The arguments raised above apply to the case of initially unknown generators in the brain. Sometimes, we have previously characterized a generator of interest and would only like to measure its activity in some conditions. We can then optimize the location of a recording and of the reference electrode such that the signal of that generator is maximized. Typically, this is achieved by placing the recording and reference electrode on the positive and negative maximum of the field produced by that generator.

**Spatial derivatives: gradients, current source density and spatial deblurring**

Some topographic features seen in scalp field maps can be enhanced or removed using spatial transformations. Spatial transformations are the computation of the first and second spatial derivatives of the data and yield physically meaningful reference-independent quantities within a subspace of the electrode array.

The first spatial derivative is usually called a gradient. Gradients are vectors that vary in strength and direction. Although they have rarely been used in spatial analysis, they are related to the localization of sources. The use of bipolar derivations that is common and useful in the visual inspection of clinical EEG corresponds to the computation of gradients.
Current source density approximates the second spatial derivative of the field and corresponds to the application of a spatial high-pass filter, as for instance the Laplacian operator to the data. Current source density is sometimes computed to enhance and separate focal activity and remove low spatial frequency assumed to originate from deeper sources. For the construction of the spatial high-pass filter, a series of models has been proposed, based on spline interpolation or spherical harmonics.

The enhancement and isolation of focal activity by spatial filtering has been further developed taking into account realistic head geometry and finite element volume conductor models of the skull and scalp. These methods have been referred to as deblurring methods.

In Figure 2.7, we describe how first and second spatial derivative maps are constructed from a given potential map. In order to simplify the procedure we have drawn a series of 30 electrodes, corresponding to the 30 dots shown in Figure 2.7A. Let us assume that the
Figure 2.8  Scalp field map of an ERP 260 ms after a visual stimulus presentation in a mental rotation task\(^1\) and its spatial derivatives. A. Scalp field map. Ba. Same data as in A, recomputed into gradients (first spatial derivative of the potential distribution). Within the electrode array, for each square formed by four electrodes the gradient was computed and entered as an arrow which points in the direction of the resultant gradient. The origin of the arrow is at the center of the four-electrode square. The length shows the relative magnitude of the gradient. Bb. Magnitude of local gradients of Ba mapped with equipotential lines in steps of 0.5 µV \(\text{cm}^{-1}\), linearly interpolated between gradient locations of Ba. Orientation is omitted. C. Same data as in A, recomputed into current source density values (second spatial derivative), using the potential values of the four surrounding electrodes for each current source density computation.

The horizontal axis represents the electrode position on the x-axis (left to right) of a potential map and the vertical axis represents the recorded potential values in a given moment. The first electrode, the second electrode and the third electrode (starting from the left) measured a potential difference (to the recording reference) of +5 µV, +7 µV and +8 µV respectively. The first spatial derivative (gradient, see Figure 2.7B) corresponds to the difference between two adjacent electrodes. If we proceed from left to right the gradient between electrodes 1 and 2 is +2 µV and the gradient between electrodes 2 and 3 is +1 µV (respectively −1 µV and −2 µV if we proceed from right to left.) Please note that the position on the horizontal axis of the gradients is set between the corresponding electrodes in the top panel. The same rationale is applied for the computation of the second spatial derivative (current source density, see Figure 2.7C). We note that the direction of the computation (i.e. whether we start from the left or from the right) plays a crucial role for the first derivative (i.e. it reversed the values) but not for the second derivative. In a two-dimensional array, which is usually used to represent potential maps, we additionally have to take into account the electrode position on the anterior–posterior axis. In Figure 2.8 the potential map and the first two spatial derivatives maps of ERP data recorded in a mental rotation task with 123 electrodes\(^1\) are illustrated.
Map descriptors

Mapping implies no data reduction. It actually increases the amount of data through interpolation. Mapping is “just” another way to interpolate and display the recorded EEG signals. For the description and interpretation of these maps, it can be useful to extract features that reflect specific properties of these maps.

The spatial configuration of the brain’s electric field on the scalp reflects the activities of neuronal populations (see Chapter 1). A change of the spatial configuration must have been caused by a change of the distribution of intracranial sources, i.e. some sources have become active or inactive, or have become proportionally more or less active than other sources. Conversely, however, similar spatial configurations may or may not have been generated by the same intracranial sources. When the relative distribution of active sources is stable and the amount of activity of all sources changed in a proportional way, the topography of the brain electric field will remain unchanged and only the strength of the field will change. More specifically, when the activity of the intracranial sources is scaled by a common factor, all measured potential values will be scaled by the same factor. By looking at changes of potential values at isolated electrodes, it is thus impossible to infer whether these changes were caused by a global change of source strength, or by a change of source distribution, i.e. local changes of source strength.

Since the interpretation of global change of source strength and changes of source distribution can be quite different, it is often helpful to have on the one hand map descriptors which are sensitive to changes in the spatial distribution, but insensitive to global strength, and on the other hand, map descriptors which are sensitive to changes in the global strength, but insensitive to spatial distribution.

Map descriptors of the spatial distribution of scalp fields: extreme potential values, centroids, electric gravity center

Extreme potential values

Simple descriptors of the scalp field distribution can already be obtained by assessing the location of the maximal and minimal scalp field potential values. The positive extreme is the location of the electrode where the most positive voltage has been recorded; the negative extreme is the location of the electrode where the most negative voltage has been recorded (see Figure 2.9A). The choice of the reference electrode does not affect the locations of these two spatial descriptors because the most positive/negative voltage is a relative statement and does not depend on absolute values. Note that unless one uses spline interpolated data, extremes are confined to electrode positions. The measure thus becomes increasingly sparse with decreasing number of electrodes. Figure 2.9A shows the location of the extremes mapped on the anterior–posterior, on the left–right and on the superior–inferior axes over time. Thus, in our example, the extremes describe the topography of a map by three location parameters each. The location of the extremes is driven by the projection of the poles of the active elements; they are therefore sensitive to the orientation of these elements. If one or both extremes are located at the border of the electrode array, it is unclear whether the real extreme would have been outside the electrode array. The usage of extremes therefore requires that the electrode array covers a maximally large area of the scalp with sufficient density.
Figure 2.9 Map descriptors of the spatial distribution of scalp field maps after a visual stimulus presentation in a mental rotation task. Trajectory of the locations of the (A) extreme positive (red line) and negative (blue line) potential values, (B) positive (red line) and negative (blue line) centroids and (C) gravity center (black line) over time (x-axis) along the right–left (y-axis, upper graphs), anterior–posterior (y-axis, middle graphs), and superior–inferior (y-axis, lower graphs) axes. The ERP scalp field map at 260 ms (black vertical line in the right panels) and the location of the map descriptors are shown on the left.
Centroids of positive and negative potential areas

The description obtained with extreme values maps only the tips of the dipolar source configurations. It depends on only those two electrodes where the maximally positive and negative potential values were recorded. For a similar description of the location of the positive and negative poles of a map using all electrodes, the position of the centroids\textsuperscript{16} of the positive and negative map areas (against average reference) can be computed. The position of the positive centroid on the x-axis is defined as

\[ C_x = \frac{\sum_{i=1}^{N_{pos}} u_i x_i}{\sum_{i=1}^{N_{pos}} u_i} \]  

(1)

where \( u_i \) is the voltage of the map \( u \) at the positive electrode \( i \), \( x_i \) is the location of the electrode \( i \) on the x-axis, and \( N_{pos} \) is the total number of positive electrodes of the map \( u \).

“Centroid” has the same meaning as “center of gravity,” but in order to distinguish the measure from the global measure defined below, this terminology was chosen. Figure 2.9B shows the location of the centroids mapped on the anterior–posterior, on the left–right and on the superior–inferior axes. Different from the case of the extremes, centroids can be located anywhere within the mapped electrode array, i.e. they are not restricted to the electrode positions since they use the information of all electrodes\textsuperscript{5,16}. Compared with the extreme locations, centroid locations have a tendency to be nearer to the center of the field and are less likely to occur near the borders of the electrode array.

Electric gravity center

When the location of the positive and the negative centroids are averaged for each axis separately, the electric gravity center is obtained\textsuperscript{17}.

The position of the gravity center on the x-axis is defined as

\[ G_x = \frac{\sum_{i=1}^{N} |u_i| x_i}{\sum_{i=1}^{N} |u_i|} \]  

(2)

where \( u_i \) is the voltage of the map \( u \) at the electrode \( i \), \( x_i \) is the location of the electrode \( i \) on the x-axis and \( N \) is the total number of electrodes of the map \( u \).

The center of gravity is insensitive to the orientation of sources and tends to move in parallel with the center of gravity of the intracerebral active neural elements\textsuperscript{18}. Figure 2.9C shows the location of the gravity center mapped on the anterior–posterior, on the left–right and on the superior–inferior axes. Besides using electric gravity centers as outlined above, there is also a series of studies that fitted a single dipole to scalp potential maps with potentially many sources. The location and amplitude of this single dipole were not regarded as evidence for activity at the location of the dipole, but as mere descriptors representing the center of gravity and strength of the intracerebral activity\textsuperscript{19,20}.

Advantages and limitations of map descriptors

Spatial descriptors achieve a massive data reduction and drastically reduce the amount of data to be analyzed. They are therefore an alternative to de-correlation techniques such as PCA or ICA. Extracting map features as described above provides simple and comprehensive descriptors of map topographies. However, it implies certain assumptions about the number of features in the data, and imposes limitations when these assumptions are violated. The
data presented in Figure 2.9 showed two bilateral posterior negative peaks. The “dipolar” representation with one descriptor for the positive pole and one descriptor for the negative pole does not represent such a field well: the negative centroid is located somewhere in the middle between the two posterior peaks, where the potentials are low, and the location of the maximum will only represent either one of the peaks, while the other one is ignored, falsely suggesting a very lateralized topography.

Map descriptor of the global strength of scalp fields: 
**Global Field Power**

In order to quantify the strength of a scalp potential field, all electrodes have to be considered equally. For the measure to be reference independent, it should be based on potential differences between electrodes. The simplest approach is to construct a measure that includes the differences between all possible electrode pairs. If the measure is defined by the sum of all squared potential differences, it can be shown that it is equivalent to the computation of the standard deviation of the potentials. This measure was introduced by Lehmann and Skrandies in 1980\(^{21}\) and was later called “Global Field Power” (typically abbreviated as GFP\(^{22}\)) and is defined as

$$GFPE = \sqrt{\frac{\sum_{i=1}^{N} (u_i - \bar{u})^2}{N}} \quad (3)$$

where \(u_i\) is the voltage of the map \(u\) at the electrode \(i\), \(\bar{u}\) is the average voltage of all electrodes of the map \(u\) and \(N\) is the number of electrodes of the map \(u\).

Global Field Power is closely related and sometimes confused with the root mean square (RMS). The difference between GFP and RMS is that in the computation of GFP, the mean potential of all electrodes is subtracted from each potential before the square-sum is computed. Global Field Power therefore implicitly contains the average reference, but can be considered reference independent with the initial definition as mean potential difference between all possible pairs of electrodes. This does not apply to RMS, where no mean potential is subtracted; RMS is thus a reference-dependent measure.

Scalp potential fields with steep gradients and pronounced peaks and troughs, i.e. very “hilly” maps, will result in high GFP, while GFP is low in electrical fields with only shallow gradients that have a “flat” appearance (Figure 2.10). Maps at times of maximal GFP imply an optimal signal-to-noise ratio. High GFP is typically associated with stable landscape configuration, while low GFP is associated with changes in the landscape configurations. When a time-series of maps is to be analyzed, GFP is computed separately for each map of the series. This results in a single value at each sample in time that can be plotted as a function of time (Figure 2.10).

The GFP has a simple geometrical representation: in Figure 2.11, two electrodes (C3 and P3) are shown against the common average reference, at a certain time point. The potential value of the first electrode has been mapped onto the horizontal axis; the potential value of the second electrode has been mapped onto the vertical axis. In this graph, the combined potentials of these two electrodes are thus represented as a single point. This type of display is called a state space representation and will be discussed in more detail in Chapter 9. The Euclidean distance \(u\) of this point from the origin (i.e. the reference) is the root of the sum of the squared potentials of both electrodes, or in more technical terms,
The GFP has been defined as the root of the mean of the squared potentials. The only difference between \( u \) and GFP is thus a constant factor \( \sqrt{N} \), by which the GFP is smaller than \( u \). For the present example only two electrodes are used; if \( N \) electrodes were used, the state-space display would change from two-dimensional to \( N \)-dimensional. The computation of \( u \) would still be defined as the root of the sum of all squared potentials of the \( N \) electrodes, and remain proportional to the GFP by a factor \( \sqrt{N} \). Note that it is also possible to use the L1 norm (the mean or sum of absolute values, or “hilliness”) or the maximal absolute potential difference between electrodes (range) as global measures of map strength\(^{21,22} \).

**Difference maps, amplitude normalization and dissimilarity**

**Difference maps and pre-stimulus baseline**

In Chapter 1, it has been shown that the scalp field map produced by a set of intracerebral sources is the sum of the scalp field maps produced by each of these sources. This implies...
that if we have two conditions where different sources are active, the difference map between the scalp field maps of the two conditions is equivalent to the scalp field map produced by those sources that differ between the two conditions and therefore represents location and orientation of these sources.

The computation of difference maps is a standard procedure for many paradigms; it is employed when a pre-stimulus baseline correction is being computed, or when the effect of interest is defined as difference between two conditions. Typical examples for such effects are the “mismatch negativity” that is defined as the difference between potentials evoked by standard and deviant tones, or the “N400” that is defined as the difference between potentials evoked by semantically expected and unexpected words. Comparing difference maps across observations implies that the relevant parts of generators have a consistent orientation. There is good reason to assume that this is the case and the same assumption is made whenever an average evoked potential is being computed.

Computing inverse solutions of difference maps between two conditions may yield different results than computing differences of inverse solutions of the two conditions, because some assumptions differ in the two procedures. The difference map contains information about the localization and orientation of the generators that accounts for the differences, whereas the orientation is typically ignored in inverse solutions. Average difference maps across subjects thus represent generators that differ between conditions and that have a common location and orientation over subjects. Differences of inverse solutions represent generators that differ between conditions and have a common location, whereas orientation is irrelevant.

Difference maps are also obtained when an ERP is computed against a pre-stimulus baseline: the obtained ERP maps are then the difference between the post-stimulus ERP maps and the mean map of the chosen pre-stimulus period. The implication made is that the ERP adds onto a pre-stimulus state that remains constant throughout the post-stimulus period, and that is constant across the conditions that are compared. The validity of this assumption varies. The activity of those generators that have shown significant activation in the pre-stimulus period is likely to be present in the early post-stimulus period, but is also likely to decay with time. Across conditions, the pre-stimulus state depends on the subjects’ possibilities to recruit preparatory neural resources for the processing of the expected stimulus. These possibilities depend on the experimental task and setup, and on the subjects’ state. While one can expect that preparatory processes are similar if the different experimental conditions cannot be predicted by the subject, the capacity of subjects to prepare may vary consistently, especially if different patient groups are studied. Pre-stimulus baseline correction may therefore significantly alter the hypotheses that are actually being tested when comparing post-stimulus ERPs. Care should therefore be taken to ensure that these hypotheses correspond to the research questions, and that the results are interpreted in these terms. Namely, if a pre-stimulus baseline correction is applied, one should ensure that (a) the subject groups compared do not differ in regard to the recruitment of preparatory neural resources (which can be tested by comparing the pre-stimulus period between groups); (b) the occurrence of the stimuli to be compared is not predictable for the subject and thus does not allow a differential recruitment of resources; and (c) the pre-stimulus processes are likely to be still active during those time periods where an effect is observed. The effects of a pre-stimulus baseline correction on a sample ERP channel are shown in Figure 2.12.
Figure 2.12 Effects of pre-stimulus baseline correction on a sample ERP channel. Two examples are shown. For both examples the same ERP trace (first row, red lines) with early, fast (100–150 ms) and late, slow (150–600 ms) potentials is used. The baseline activity (second row, green lines) shows potentials related to preparatory processes that decay after stimulus onset. This potential is strong in Example 1 and weak in Example 2. In a between-subject design, this difference in the preparatory processes might be the case for groups with different attentional resources, whereas in a within-subject design this could be the case if the two stimulus categories to be compared are predictable for the subject and thus do allow a differential recruitment of resources. In the third row, the resulting potential sums (black lines) without baseline correction are shown. The peak amplitudes of the early ERP potentials are strongly affected by the amount of preparatory potentials, while the late ERP potentials are rather unaffected. The lower row shows the same data after pre-stimulus (−200 to 0 ms) baseline correction. While there is little effect of preparatory activity on the peaks in the early ERP potentials, the baseline correction strongly affected the peaks of the late ERP potentials.

Normalization and map dissimilarity
Following the distinction between changes in total map amplitude and amplitude-independent changes in spatial distribution, we can distinguish two cases:

(a) A given difference map is observed because all active sources changed their strength in a proportional manner.

(b) A given difference map is observed because some sources changed their strength in a manner that was disproportional to the strength of the other sources.

In case (a), the maps of the two conditions would differ only by a global scaling factor. If this scaling factor is eliminated, the potentials of the difference map should be zero at all electrodes. Note that in the real case, when noise is present, this will however only approximately be the case. The hypothesis that there is zero difference plus noise can be tested with statistics (see Chapter 8).

In case (b), map differences exist although possible differences in scaling have been eliminated by map normalization. The map normalization is achieved by dividing the potential values at each electrode of a given map by its GFP. This procedure is somewhat similar to the computation of relative power, where the power spectrum is normalized by the total power.

Similar to the GFP (as discussed earlier), difference maps and map normalization have a simple geometrical equivalent in the state space representation (see Chapter 9): in
Figure 2.13 Potentials of two electrodes at two different time points and their dissimilarity represented in a state-space diagram. A. The potential values of the two electrodes C3 and P3 at two different time points (t1 and t2) are mapped onto the x- and y-axis, respectively, forming two vectors. The origin of the diagram represents the reference. B. The vectors’ lengths are normalized by a projection on a unity circle. C. Global map dissimilarity (GMD) is defined as the distance \( d \) between the endpoints of the two normalized vectors. For maps with \( n \) channels, the computation is done in an \( n \)-dimensional space (see also Chapter 9).

In Figure 2.11, it has been shown how two electrodes of one map (at time t1) are mapped onto a point of a plane of the state space representation. In Figure 2.13A, a second map (at time t2) is added. The map occupies another point of the state space diagram. The maps differ in GFP, because they have different distances to the reference. Normalizing the maps by their GFP makes them equidistant to the reference and thus projects them onto a circle (Figure 2.13B).

If the two maps differed only in their total strength, i.e. in GFP, but not in their topography, the normalization would project them to the same point on the circle. Their difference could thus be fully explained by a GFP difference, which would correspond to case (a) described above. In the current example, this is not the case, and normalization projects the two maps onto different points on the sphere: the difference between the two maps cannot be explained by GFP alone, but there is an additional topographical difference.

The distance \( d \) between the two projections on the sphere is an amplitude-independent measure of map difference and corresponds to the GFP of the difference of the normalized maps (Figure 2.13C). This measure has been introduced as global map dissimilarity (GMD\(^{21}\)) and is defined as

\[
GMD = \frac{1}{N} \sum_{i=1}^{N} \left\{ \frac{u_i - \bar{u}}{\sqrt{\frac{N}{N} \sum_{i=1}^{N} (u_i - \bar{u})^2}} - \frac{v_i - \bar{v}}{\sqrt{N \sum_{i=1}^{N} (v_i - \bar{v})^2}} \right\}^2
\]

(4)

where \( u_i \) is the voltage of map \( u \) at the electrode \( i \), \( v_i \) is the voltage of map \( v \) at the electrode \( i \), \( \bar{u} \) is the average voltage of all electrodes of map \( u \), \( \bar{v} \) is the average voltage of all electrodes of map \( v \) and \( N \) is the total number of electrodes.

From Figure 2.13C, it becomes apparent that GMD is 0 when two maps are equal, and that GMD maximally reaches 2 for the case where the two maps point in the opposite direction, i.e. have the same topography with reversed polarity. Global map dissimilarity can also be computed using the Pearson’s product-moment correlation coefficient between the potentials of the two maps to be compared\(^{24}\).
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Introduction

In order to try to understand “how the brain works,” one must make measurements of brain function. And ideally, the measurements should be as noninvasive as possible, i.e. the brain should be disturbed as little as possible during the measurement of its functions. One of the first types of noninvasive measurements reported in the literature, by Hans Berger\(^1\), that directly tapped brain function was the human electroencephalogram (EEG), consisting of scalp electric potential differences as a function of time. In fact, Berger saw the EEG as a “window into the brain.” One of Berger’s first observations that showed compelling evidence of having tapped brain function was the alpha rhythm. This oscillatory activity, at around 10–12 Hz, is optimally recorded from a posterior electrode with an anterior reference. The activity is very pronounced when the human subject is with eyes closed, awake, alert, resting. By simply being instructed to perform a mental task such as overtly subtracting the number seven serially, starting at 500, the alpha activity disorganizes and almost disappears.

The main subject matter addressed in this chapter is the use of noninvasive extracranial measurements, i.e. the EEG and the magnetoencephalogram (MEG), for the estimation of the distribution in the brain of their electric neuronal generators. This can be seen as an extension of Berger’s initial efforts towards developing a window into the brain. This chapter is also partly motivated by the rapidly advancing technologies of invasive and noninvasive functional imaging of the human brain, such as functional magnetic resonance imaging (fMRI), positron emission tomography (PET) and near infrared spectroscopy (NIRS) imaging, to name just a few.

Noninvasive EEG/MEG neuroimaging offers two unique attractions: high time resolution in the millisecond range, and direct access to neuronal signaling rather than the indirect metabolic signals picked up by fMRI, PET and NIRS.

However, one must emphasize from the outset that there are seemingly severe limitations to an EEG/MEG tomography. As early as 1853, Helmholtz showed that this type of inverse problem does not have a unique solution, i.e. there exist many different current density distributions in 3D space that are consistent with the electric potential distribution on a surface enclosing the volume. This implies that EEG/MEG measurements (even with an infinite number of electrodes/sensors) can be explained by many different distributions of generators.
The general conditions under which Helmholtz’s result applies can be stated informally as follows: Let there be a finite volume enclosed by a surface. Electric potential differences and magnetic fields are known on the surface. If the current density in the volume is totally unrestricted, i.e. “anything goes,” then the surface measurements have insufficient information to determine the current density.

If these conditions were applicable to the case of EEG/MEG measurements from a human brain, then it would certainly render hopeless the task of developing an EEG/MEG tomography. Fortunately, this is not the case, as will be argued further on. Indeed, the EEG and the MEG are not due to capricious distributions of electrical events. Rather, electric neuronal activity obeys certain electrophysiological and neuroanatomical constraints, that when plugged into the laws of electrodynamics, offer at least an approximate solution to the inverse problem.

In particular, it is known that EEG/MEG is not generated unrestrictedly in the brain, but it is confined to cortical gray matter. This information narrows significantly the non-uniqueness of the inverse solution. Moreover, it is known that non-negligible EEG/MEG measurements are possible only if large clusters of cortical pyramidal neurons undergo highly synchronous postsynaptic potentials. This additional information narrows even further the possible inverse solutions.

**Origin of scalp electric potential differences**

Excluding artifacts such as eye movements or muscle movements, the generators of the EEG are thought to be the postsynaptic potentials that take place on the pyramidal cortical neurons².

For instance, Figure 3.1 represents schematically a particular case, in which the cortical pyramidal neuron denoted by the letter “B” is undergoing an excitatory postsynaptic potential (EPSP) at its basal dendrites (“D”). The distant presynaptic neuron “A,” with axon “C,” has its axonal termination at “D.” The EPSP event induces specific channels to open in the postsynaptic neuron “B,” allowing an inflow of Na⁺, and producing an active sink of current. Due to electrical neutrality conservation, an active source of current is produced at the apical regions of “B” (by way of anionic inflow and cationic outflow) shown as a transparent blue ellipse (containing apical dendrites). The final consequence is that the neuron behaves as a simple physical entity known as a current dipole, shown as the blue arrow.

---

**Figure 3.1** Schematic representation of the generators of EEG/MEG. “B” corresponds to a cortical pyramidal neuron undergoing an excitatory postsynaptic potential (EPSP) at its basal dendrites (“D”). The distant presynaptic neuron “A,” with axon “C,” has its axonal termination at “D.” The EPSP event induces specific channels to open in the postsynaptic neuron “B,” allowing an inflow of Na⁺, and producing an active sink of current. Due to electrical neutrality conservation, an active source of current is produced at the apical regions of “B” (by way of anionic inflow and cationic outflow) shown as a transparent blue ellipse (containing apical dendrites). The final consequence is that the neuron behaves as a simple physical entity known as a current dipole, shown as the blue arrow.
potential (EPSP) at its basal dendrites (denoted by the letter “D”). Note that the distant presynaptic neuron denoted by the letter “A” has its axonal (denoted by letter “C”) termination at “D.” Such an event induces specific channels to open in the postsynaptic neuron “B,” and typically an inflow of Na$^+$ takes place, producing an active sink of current. Electrical neutrality prevails, and an active source of current is produced at the apical regions of “B” (by way of anionic inflow and cationic outflow), shown in the transparent blue ellipse. The final consequence is that the neuron behaves as a simple physical entity known as a current dipole, shown as the solid blue arrow.

The current dipole consists of two active, energy-consuming “poles”: the source and the sink. These induce, by means of volume conduction, passive flows of Ohmic currents, which eventually pass through the skull and reach the scalp, thus producing scalp electric potentials. These same current dipoles are also responsible for the magnetic fields measured in the MEG.

However, a single active neuron is not enough to produce measurable scalp electric potential differences or extracranial magnetic fields. There are two additional mandatory prerequisites: relatively large spatial clusters of cortical pyramidal cells must be geometrically arranged parallel to each other, and the neurons in a cluster must simultaneously undergo the same type of postsynaptic potential (synchronization). A violation of any of these conditions will result in a total summed activity that is too weak to produce non-negligible extracranial fields.

According to calculations reviewed in Hämäläinen et al.$^3$, a typical cluster size must cover at least 40–200 mm$^2$ of cortical surface for the production of non-negligible extracranial fields.

Mitzdorf$^4$ presents ample experimental evidence on the neuronal postsynaptic potential source/sink configuration as the basis for the generation of the EEG. Mitzdorf’s results justify the use of “current dipoles” as the basic entity for the representation of cortical activity as seen from extracranial electrodes/sensors, since the distance between source and sink is in the order of a few hundreds of microns, at most.

All these facts are discussed in detail in Chapter 1 of this book. They are also reviewed in general.$^2,5,6$ In addition, independent experimental evidence demonstrating high synchronization of neighboring neurons can be found.$^7,8,9$ The basic underlying physics can be studied.$^{10}$

The electrophysiological and neuroanatomical constraints described here for the generation of EEG/MEG can be taken into account when setting up the inverse problem for the estimation of electric neuronal activity. In addition, the implicit fact that the generators are limited to gray matter narrows even more the inverse solution. It is in this sense that the Helmholtz non-uniqueness of the unconstrained inverse problem does not apply to the EEG/MEG case.

To conclude this section, an important clarification is in order. One must distinguish the “electrical” phenomena underlying the EEG/MEG, as explained above, from the “physiological” mechanisms originating the EEG/MEG. For instance, the “electrical” generators (in the sense explained above) of the alpha rhythm are thought to be located in occipital/parietal cortices. But this activity is thought to be due (i.e. the “physiological” mechanism) to a thalamo-cortical feedback loop. The EEG/MEG measurements only “see” the electrically active neurons, as explained above, regardless of the physiological mechanism by which the neurons became active (see also Chapter 1).
Some first steps in estimating cortical activity: from single waves to scalp topography to intracranial dipoles

At the time of Hans Berger’s measurements of the EEG, it was already quite fascinating to tap brain function by the observation of changes in the temporal characteristics of a time-varying EEG signal. The example referred to above was the appearance and disappearance of 8–12 Hz oscillations (alpha rhythm). At that time, it was thought that the observed signal was due to the cortex just below the electrode. However, this assumption is in general incorrect, i.e. it is not generally true that an electrode picks up activity of the underlying cortex. In the general case, a scalp electric potential difference (which involves two electrodes, not one electrode) is determined by the strength and orientation of all cortical pyramidal neurons.

Seemingly, it took 20 years after Berger’s publication for the proposal of the current dipole to appear in the literature. Brazier\textsuperscript{11} considered the electric field at the surface of a conductor (the “scalp topography”) due to a current dipole within it. She indicated that electric field theory can be employed to deduce the location and orientation of the current dipole from the pattern of potentials it creates at the surface. This was perhaps the origin of what was later popularized as “dipole fitting.”

At about the same time, two papers appeared with the equations that related electric potential differences on the surface of a homogeneous conduction sphere (which had been used as the head model), due to a current dipole within it\textsuperscript{12,13}. Ten years later, an improved, more realistic head model considered the different conductivities of neural tissue, skull and scalp\textsuperscript{14}. Use was made of these early techniques by Lehmann \textit{et al.}\textsuperscript{15} to locate the generator of a visual evoked potential.

The basic assumption/constraint in the single current dipole model is that at a given moment in time, brain activity is due to a single, small area of active cortex. If one considers that the total number of cortical pyramidal neurons is very large, and that they are all quite active, this model seems very simplistic and nonrealistic. Even for the multiple dipole model, where two or a few more dipoles are allowed to wander (variable locations), wiggle (variable orientations), and grow or shrink (variable strengths) in the brain all at the same time, the basic assumption remains not too realistic in general.

Quite astonishingly, the dipole model does produce reasonable results under some particular conditions. This was shown very clearly by Henderson \textit{et al.}\textsuperscript{16}, both in an experimentally simulated head (a head “phantom”) and with real human EEG recordings.

The conditions under which a dipole model makes sense are limited to cases where electric neuronal activity is dominated by a small brain area. Two examples where the model performs very well are in some epileptic spike events, and in the description of the early components of the brain-stem auditory evoked potential (see Scherg & von Cramon\textsuperscript{17}).

However, it would seem that the localization of higher cognitive functions cannot be reliably modeled by dipole fitting.

At this point, the basic dipole equation will be introduced. Consider first the simplest case of a current dipole in an infinite homogeneous medium with conductivity $\sigma$. The scalp electric potential $\phi_{e, v}$ at an electrode located at position vector $r_e \in \mathbb{R}^{3 \times 1}$, due to a dipole located at position vector $r_v \in \mathbb{R}^{3 \times 1}$, with dipole moment $j_v \in \mathbb{R}^{3 \times 1}$, is:

$$\phi_{e, v} = j_v^T k_{e, v} + c \quad (1)$$
where “c” is an arbitrary constant, the superscript “T” denotes vector/matrix transpose, and \( \mathbf{k}_{e,v} \in \mathbb{R}^{3 \times 1} \) denotes the lead field, given by:

\[
\mathbf{k}_{e,v} = \frac{1}{4\pi \sigma} \frac{(\mathbf{r}_e - \mathbf{r}_v)}{\|\mathbf{r}_e - \mathbf{r}_v\|^3} \tag{2}
\]

The arbitrary constant appearing in Eqn 1 is a consequence of the physical nature of electric potentials, which are determined up to an arbitrary constant. Measurements are necessarily based on the difference between two electrodes, thus eliminating the arbitrary constant. The moment \( j_v \) contains information on the orientation and strength of the dipole. The lead field is a vector with three components corresponding to the coordinate axes \( XYZ \). The \( X \)-component of the lead field is the electric potential at electrode “\( e \)” due to a unit strength current dipole at “\( v \)” that is oriented along the \( X \)-axis. Similar definitions hold for the \( Y \)- and \( Z \)-components.

A more complicated, but slightly more realistic model corresponds to a homogeneous conducting sphere in air, where the lead field is:

\[
\mathbf{k}_{e,v} = \frac{1}{4\pi \sigma} \left[ 2 \frac{(\mathbf{r}_e - \mathbf{r}_v)}{\|\mathbf{r}_e - \mathbf{r}_v\|^3} \right] + \frac{\mathbf{r}_e}{\|\mathbf{r}_e\|} \left[ \frac{\|\mathbf{r}_e - \mathbf{r}_v\|}{\|\mathbf{r}_e\|} + \frac{\|\mathbf{r}_e - \mathbf{r}_v\|}{\|\mathbf{r}_e - \mathbf{r}_v\|} + \mathbf{r}_e^T (\mathbf{r}_e - \mathbf{r}_v) \right] \tag{3}
\]

In Eqn 3, the notation:

\[
\|\mathbf{X}\|^2 = tr (\mathbf{X}^T \mathbf{X}) = tr (\mathbf{XX}^T) \tag{4}
\]

is used, where \( tr \) denotes the trace, and \( \mathbf{X} \) is any matrix or vector. If \( \mathbf{X} \) is a vector, then this is the squared Euclidean \( L_2 \) norm; if \( \mathbf{X} \) is a matrix, then this is the squared Frobenius norm.

If one takes into account all aspects of a real human head, considering its shape (which is not a sphere) and different tissues with different conductivities, then numerical methods need to be used in order to calculate the lead field (see\textsuperscript{18} and\textsuperscript{19}). This is discussed in some more detail in the last paragraph of this chapter.

Regardless of the actual head model used, the basic equation giving the scalp electric potential due to a dipole has the simple form of Eqn 1, where:

1. The lead field depends on the locations of the electrode and the dipole.
2. The lead field is the collection of electric potentials at an electrode due to unit strength dipoles, each one oriented along the coordinate axes.

In practice, the dipole location and moment form a set of six unknown parameters, typically found by using a non-linear least squares fit. Informally, this means that, given a set of measured scalp electric potential differences, the dipole parameters are changed (location and moment), using some algorithm, until the model extracranial fields (given by Eqn 1) match as closely as possible the measured instantaneous EEG scalp map.

Note that the scalp potential due to two dipoles denoted \( v1 \) and \( v2 \) is simply a linear superposition:

\[
\phi_e = j_{v1}^T \mathbf{k}_{e,v1} + j_{v2}^T \mathbf{k}_{e,v2} + c \tag{5}
\]

This can be extended straightforwardly to any number of dipoles.

There are two major problems in dipole fitting procedures. First, as soon as two or more dipoles are considered, the best-fitting dipole parameters are almost impossible to
find, because there are multiple “best fits.” This means that there are several different configurations of the dipole parameters that reproduce almost identically well the measured EEG/MEG. The second problem is estimating or defining the number of dipoles to be fitted. Typically, completely different localization results are obtained by sequentially fitting (in the least squared sense) more and more dipoles. This means that if one fits two dipoles, and then separately one starts all over again and now fits three dipoles, the results are likely to be totally disparate, with no commonality between them. These problems are also discussed in Baillet et al.6.

A noteworthy improvement in dipole localization was introduced by Scherg and von Cramon17: the spatio-temporal dipole model. This technique is applied to time varying recordings, and it assumes, as before, that the dipole positions are unknown, but fixed throughout time. This spatio-temporal constraint provides stability to the results, and has been very successful in modeling the first stages of the auditory pathway. The actual number of dipoles to be fitted remains an unsolved problem.

Imaging the electric neuronal generators with discrete, 3D distributed, linear tomographies

This family of techniques has a very simple structure that leads to a linear system of equations. The “known” part of the system of equations consists of the measurements, i.e. the instantaneous scalp electric potential differences or magnetic fields. The “unknowns” consist of the current density vector sampled at points throughout the cortical gray matter. The collection of points in the brain where the current density vector is to be determined is often called the “solution space.” It can be defined, for instance, by constructing a regular cubic grid through the whole brain volume, and retaining only those points that correspond to the cortical gray matter (see last paragraph). At these points, a current density vector, i.e. a dipole, is placed. If the exact cortical geometry is known, then the orientation of the dipole is known, otherwise all three components are considered unknown. Finally, the coefficients of the linear system of equations correspond to the lead fields, which embody the laws of electrodynamics relating an extracranial measurement and a source.

Without loss of generality, the system of equations for scalp electric potential differences will be considered:

$$\Phi = KJ + c1$$

(6)

In Eqn 6, $\Phi \in \mathbb{R}^{N_E \times 1}$, with $\Phi = (\phi_1, \phi_2, \ldots, \phi_{NE})^T$, contains the measurements at $N_E$ electrodes, all using the same reference (which can be one of the measurement electrodes or not). The parameter “$c$,” which is common to all electrodes, accounts for the physical nature of electric potentials, which are determined up to an arbitrary constant. $1 \in \mathbb{R}^{N_E \times 1}$ is a vector of ones. $J \in \mathbb{R}^{(3N_V) \times 1}$ contains the current density vector defined on a total of $N_V$ points throughout the cortical gray matter. Note that the case considered here corresponds to an unknown cortical geometry, and therefore, at any point in the solution space, the current density vector has three unknown components, i.e. the dipole moment $j_v \in \mathbb{R}^{3 \times 1}$, for $v = 1 \ldots N_V$. The lead field matrix $K \in \mathbb{R}^{N_E \times (3N_V)}$ embodies the laws of electrodynamics that related scalp potentials and current densities. The coefficients in $K$ are determined by all the properties of the head, i.e. geometry and conductivity profile. The detailed structure of
the lead field matrix is:

$$K = \begin{pmatrix}
  k_{1,1}^T & k_{1,2}^T & \cdots & k_{1,N_v}^T \\
  k_{2,1}^T & k_{2,2}^T & \cdots & k_{2,N_v}^T \\
  \vdots & \vdots & \ddots & \vdots \\
  k_{N_e,1}^T & k_{N_e,2}^T & \cdots & k_{N_e,N_v}^T
\end{pmatrix}$$

(7)

where \( k_{e,v} \in \mathbb{R}^{3 \times 1} \) is the lead field vector with three components corresponding to the coordinate axes XYZ. As explained above, the \( X \)-component of the lead field is the electric potential at electrode “\( e \)” due to a unit strength current dipole at “\( v \)” that is oriented along the \( X \)-axis. Similar definitions hold for the \( Y \)- and \( Z \)-components.

The basic system of equations expressed in Eqn 6 above is written in matrix notation. This might be obscure to non-mathematicians. A completely equivalent and perhaps less obscure way of stating the system is:

$$\phi_e = j_1^T k_{e,1}^T + j_2^T k_{e,2}^T + j_3^T k_{e,3}^T + \cdots + j_{N_v}^T k_{e,N_v}^T + c$$

(8)

This means that, up to an arbitrary constant, the potential at electrode “\( e \)” is due to the linear combination of contributions from all possible sources. Each source contributes to the potential at electrode “\( e \)” according to the lead field, which will in turn depend on the distance between the source and the electrode, but in general it depends on the detailed head model (geometry and conductivity profile).

All that is needed now is to solve the system of equations in Eqn 6 for the unknown current density. This should produce a 3D image of electric neuronal activity throughout the cortex.

It is enlightening to note the similarity between this problem and the dipole fitting techniques described above. In fact, one way to interpret this linear distributed setup summarized in Eqn 6 is that there are \( N_v \) dipoles, with known and fixed locations, but with unknown moments. However, the similarity goes no deeper. The essential difference is that while dipole fitting assumes that there are only a few active locations in the brain at any one moment in time, the distributed tomography in Eqn 6 allows for the whole cortex to be active in any general way, including the particular case of a few “hot spots.” Another important difference is that in the distributed tomography there is no need to specify beforehand the “number of sources,” since the very concept of “source” is now that of a distribution, allowing for any activity pattern on the cortex.

The problem presented here in Eqn 6 has the same structure and form of a much earlier tomography: the x-ray based computerized axial tomography (CAT) scan\(^{20,21}\). This was one of the first tomographies in the medical sciences, and it has had a tremendously beneficial impact on health. In many of its implementations, a CAT scan can be described as a discrete, 3D distributed, linear inverse solution\(^{22}\). However, it so happens that the CAT scan inverse problem has a unique solution, whereas the EEG/MEG problem does not\(^{23}\).

In general, in order to obtain a particular solution, the current density must satisfy at least two conditions:

1. It must respect the measurements, i.e. the current density should produce EEG/MEG values that in some sense must be as close as possible to the actual measurements.
2. It should satisfy some property, i.e. the current density should deviate minimally from a predefined property.
Informally, this may be expressed as follows: find the current density $J$ and the nuisance parameter $c$ that minimizes the functional $F$:

$$F = G\{d_1[\Phi, (KJ + c1)], d_2[J, P]\}$$

In Eqn 9, $G$ is a monotonic increasing function of both arguments, i.e. $G$ increases with increasing $d_1$ or $d_2$. The function $d_1$ measures “distance” between its two arguments, i.e. small values correspond to a current density that is faithful to the measurements. The function $d_2$ measures deviation of the current density from an a-priori defined property denoted by $P$.

Equation 9 is an informal representation of almost all approaches that attempt to fit a model to some data, and at the same time demands that the model has certain properties. Some common approaches include the functional analysis formulation\(^{24}\), the penalized likelihood formulation\(^{25}\) and the Bayesian framework\(^{26}\).

Within this context, the particular solution to Eqn 6 introduced by Hämäläinen\(^{27}\), is the one that not only tries to satisfy the measurements, but also has the smallest possible value for $(J^T J)$, i.e. it is the minimum norm solution. The formal problem statement is:

$$\min_{J,c} F$$

with:

$$F = \|\Phi - KJ - c1\|^2 + \alpha J^T J$$

In Eqn 11, the parameter $\alpha > 0$ controls the relative importance between the two terms on the right-hand side: a penalty for being unfaithful to the measurements and a penalty for a large current density norm. This parameter is known as the Tikhonov regularization parameter\(^{24}\). The solution is:

$$\hat{J} = T\Phi$$

with:

$$T = K^T H (HKK^T H + \alpha H)^+$$

$$H = I - \frac{1}{N_E} 11^T$$

where $I$ is the identity matrix of dimension $N_E \times N_E$, and $1$ is a vector of $N_E$ ones. The superscript “$+$” denotes the Moore–Penrose generalized inverse\(^{28}\). The matrix $H$ in Eqn 14 is the average reference operator. The matrix $T$ in Eqn 13 is known as a pseudoinverse matrix. In this presentation the nuisance parameter “$c$” is estimated and plugged into the final equations to eliminate it. The effect is that the final solution is reference electrode invariant, due to the natural appearance of the average reference operator. It is important to emphasize this reference independency of EEG inverse solutions. The choice of the recording reference does not in any way influence the result of source localization algorithms, as it does not influence the topography of the scalp electric field (see Chapter 2).

Note that when considering the MEG case, all equations in this section are valid with the following substitutions:

1. The arbitrary constant “$c$” is set to zero for MEG.
2. The matrix $H$ (average reference operator) is set to the identity matrix $I$ for MEG.
The original minimum norm method\(^{27}\) was applied to MEG data. The main property of the method was illustrated by showing that it localized test point sources correctly, albeit with low spatial resolution. Informally speaking, the method was accepted by the nascent neuroimaging community because it was linear, and it was capable of correct, but blurred localization of point sources. The actual simulation tests were carried out with MEG sensors distributed on a plane, and with the cortex represented as a square grid of points on a plane, parallel and just below the sensor plane. The test point source (a dipole) was placed somewhere on the cortical grid, and the theoretical MEG measurements were computed, which were then used as input in Eqn 12 to obtain the estimated minimum norm current density, showing maximum activity at the correct location, but with some blurring (dispersion) in the neighboring cortex. These first results were very encouraging. But there was one essential fact that was not emphasized, even to this day: the method does not localize deep sources. If the actual source is deep, the method misplaces it to the outermost cortex. The reason for this behavior was rigorously explained (including theoretical proof) in Pascual-Marqui\(^{29}\), where it was noted that the EEG/MEG minimum norm solution is a harmonic function\(^{30}\) that can attain extreme values (maximum activation) only at the boundary of the solution space, i.e. the outermost cortex.

In trying to correct for depth localization error, one school of thought has been to give more importance (more weight) to deep cortical areas. This method has been termed “depth-weighting,” and a recent version of it can be found in Lin et al.\(^{31}\). The general inverse problem of this type is known as the diagonally weighted minimum norm, given by:

\[
\min_{J, c} F_D
\]

with:

\[
F_D = \| \Phi - KJ - c1 \|^2 + \alpha J^T DJ
\]

The diagonal matrix \(D\) contains the weights. The solution is:

\[
\hat{J}_D = T_D \Phi
\]

with pseudoinverse:

\[
T_D = D^{-1} K^T H (HKD^{-1} K^T H + \alpha H)^+\]

The diagonal elements of \(D^{-1}\) should be large for deep sources as compared with shallow sources, as shown in Lin et al.\(^{31}\). That study showed that with proper depth-weighting, the average depth localization error was reduced from 12 mm to 7 mm.

Several other weighting strategies have been proposed, such as the PROMS method by Greenblatt et al.\(^{32}\) where the covariance data matrix is used to construct a weighting function in the source space, the regularized location-wise normalization proposed in the FOCUSS algorithm\(^{33}\), the iterative change of the weights according to the previous solution\(^{34}\), or the radially weighted minimum norm solution\(^{35}\).

Another discrete, 3D distributed, linear imaging method is LORETA: low resolution electromagnetic tomography\(^{36}\). The development of this method was profoundly influenced by the minimum norm solution\(^{27}\). Informally, the basic property of the solution is that the current density at any given point on the cortex must be as close as possible to the average current density of its closest neighbors. This local property (activity at a cortical point and
in its immediate neighborhood) is applied globally to the whole cortex, and is known as “smoothing”\(^{37,38}\).

The “smoothness” property that defined LORETA actually constitutes an approximation to the electrophysiological constraint under which EEG/MEG is generated: relatively large spatial clusters of cortical pyramidal cells must simultaneously and synchronously undergo the same type of postsynaptic potentials. It is of course evident that the scale and the neuroanatomical boundaries of this synchronization are not supposed to be adequately modeled by the general “unbounded” smoothness constraint.

The general inverse problem that includes LORETA as a particular case is stated as:

\[
\min_{J, c} F_W
\]

with:

\[
F_W = \| \Phi - KJ - c1 \|^2 + \alpha J^T W J
\]

The solution is:

\[
\hat{J}_W = T_W \Phi
\]

with the pseudoinverse given by:

\[
T_W = W^{-1} K^T H (HKW^{-1} K^T H + \alpha H)^+
\]

The weight matrix \( W \) appearing in Eqn 19 to Eqn 22 is not restricted to be diagonal.

Informally, in the case of LORETA, the weights are constructed in such a way that the second term on the right hand side of Eqn 20 has the form:

\[
J^T W J = \sum_v \| j_v - \text{AveNeighb}(j_v) \|^2
\]

where \( \text{AveNeighb}(j_v) \) is an informal notation indicating “average of current densities in the immediate neighborhood of point \( v \), excluding point \( v \).” By keeping this penalty term as small as possible, a current density is achieved that produces localization errors much smaller than the minimum norm solution. Note that for the sake of simplicity, lead field normalization (i.e. depth-weighting described above) was not mentioned in this description, although it is also part of the weight matrix used in LORETA\(^{29,36}\).

Also based on the idea of dependency between neighbored solution points, Grave de Peralta Menendez et al.\(^{39}\) proposed to incorporate the fact that the strength of the source regresses with distance according to electromagnetic laws. These laws are integrated as a constraint in terms of a local autoregressive average with homogeneous regression coefficients depending on the distance between solution points. This inverse solution method has been abbreviated as LAURA (Local Autoregressive Average). It should be emphasized that the LAURA method suffers from the same problem as the LORETA method, in that both model inadequately the actual physiological dependency, because the local dependency constraint is applied to inter-voxel distances that are extremely large as compared with the neuronal dependency scale.

In keeping with the formulations given above, the LAURA method corresponds to the constraint:

\[
J^T W_{\text{Laura}} J = \sum_v \| j_v - \text{WeightedAveNeighb}(j_v) \|^2
\]
where the weight matrix $W_{Laura}$ implements the spatial autoregressive model, which informally corresponds to a "distance-weighted average of current densities in the immediate neighborhood of voxel $v$."

Other prominent variants of the minimum-norm solution proposed to incorporate a-priori information by statistical Bayesian formulations\textsuperscript{40–42}, by weighted resolution optimization (WROP method\textsuperscript{43}), or by estimating the source-current covariance in a Wiener formulation\textsuperscript{44}.

As can be seen, because of the non-uniqueness of the inverse problem formulated in Eqn 9, different “discrete, 3D distributed, linear” solutions have been proposed with incorporation of different a-priori constraints. This chapter does not intend to give an overview of all proposals that have been made and does not make any judgment with respect to the goodness of the different proposals. Comprehensive reviews on inverse solutions have been provided\textsuperscript{29,33,35,45–49}.

In a simulation study, Michel et al.\textsuperscript{49} compared the dipole localization error of some of the distributed linear inverse solutions in dependency of the number of recording electrodes (see also Figure 4.3). The mean localization error of LORETA and LAURA was, on average, three times smaller than the minimum norm, independent of the number of electrodes.

Over the years, distributed linear inverse solutions have been extensively applied to experimental and clinical data and the solutions have been validated within intracranial recordings, clinical outcome or other imaging methods.

An important application of EEG source imaging concerns the localization of epileptic foci. Because of their high temporal resolution EEG and MEG allow the distinguishing of activity of the primary focus from propagated activity. Besides the clinical value these studies also offer a means of validating the localization capabilities of the different inverse solution methods. Intracranial recordings in these patients as well as seizure-freedom after surgical resection of the focus provide excellent validation possibilities (for a comprehensive review see\textsuperscript{50}). Such studies have repeatedly shown the high spatial precision of the distributed linear inverse solutions, both for mesial temporal as well as for extratemporal lobe epilepsy\textsuperscript{33,45,51–57}, particularly when high density EEG systems (up to 256 channels) were used\textsuperscript{58–62}.

Figure 3.2 shows the result of different distributed linear inverse solutions (weighted minimum norm, LORETA and LAURA) for two cases with intractable epilepsy, the first due to a non-lesional mesial temporal lobe epilepsy, the second due to a lesion in the right frontal lobe. The solution space was constrained to the individual MRI using the SMAC-transformed head model\textsuperscript{63} (discussed in the final section of this chapter). The same lead fields were used for all inverse solutions. In the first patient, validation is provided by intracranial subdural recordings of the spikes. In the second patient, validation is given by the successful resection of the epileptogenic zone and comparison with the postoperative MRI. Figure 3.2 illustrates the highly similar results of LORETA, developed in 1994\textsuperscript{36}, and LAURA, that was proposed several years later\textsuperscript{64}. Both solutions provide precise and correct localization of the focus. The weighted minimum norm solution, however, is imprecise and slightly outside of the focus region in both cases.

A second possible validation is the comparison with other imaging modalities. Still in the case of epilepsy, such cross-modal comparison has been made with PET and SPECT by Sperli et al.\textsuperscript{57}. While correspondence between modalities was very high, electric source imaging was superior to the other two imaging modalities with respect to correct focus localization.
Figure 3.2 Example of electric source imaging in epilepsy with two types of validation: intracranial subdural recordings in Patient 1, and postoperative MRI after successful resection of the epileptogenic focus in Patient 2. Three different inverse solutions were applied to the same data point (50% rising phase of the average spike). A spherical head model with anatomical constraints (SMAC) based on the individual MRI was used in both cases. Around 4000 solution points were equally distributed in the gray matter of the individual brain. The same lead field and the same regularization parameters were used for all inverse solutions. The first patient was recorded with 128 electrodes, the second with 256 electrodes using the EGI geodesic sensor nets (Electrical Geodesics, Inc., Eugene). The analysis was performed with the free academic software CARTOOL programmed by D. Brunet at the Functional Brain Mapping Laboratory in Geneva (http://brainmapping.unige.ch/).

(SPECT: 70%, PET: 82%, source imaging: 90%). Comparison with fMRI was performed with one epileptic case\(^{65}\), where LORETA allowed the assignation of initiation and propagation to the different fMRI spots. More direct comparisons between LORETA and fMRI have been performed in cognitive studies\(^{66,67}\). In a recent study, Schulz et al.\(^{68}\) compared fMRI with LORETA and LAURA evoked potentials in dyslexic children during sentence reading. Very high correspondence between fMRI and both inverse solutions was found. Differences
between LAURA and LORETA were again minimal and mainly found with respect to the susceptibility to individual variation. Cross-modal imaging using EEG source localization and other imaging modalities is discussed in detail in Chapter 10.

**Statistical standardization**

Up to this point, the tomographies described correspond to methods that estimate the electric neuronal activity directly as current density. Another approach, still within the realm of “discrete, 3D distributed, linear imaging methods” is to estimate activity as the statistically standardized current density.

This approach was introduced by Dale et al. in 2000⁵, and is referred to as dynamic statistical parametric maps (dSPM) or noise-normalized current density. In their derivations, the first step consists of using the ordinary minimum norm solution for estimating the current density (Eqns 12 and 13). The second step consists of computing the standard deviation of the minimum norm current density, assuming that its variability is exclusively due to noise in the measured extracranial fields (i.e. EEG/MEG noise).

If \( S_{\Phi}^{\text{Noise}} \in \mathbb{R}^{N_E \times N_E} \) denotes the EEG/MEG noise covariance matrix, then the corresponding current density covariance is:

\[
S_{\hat{j}\hat{j}}^{\text{Noise}} = T S_{\Phi}^{\text{Noise}} T^T
\]

with \( T \) given by Eqn 13. This result is based on the quadratic nature of the covariance in Eqn 25, as derived from the linear transform in Eqn 12 (see Mardia et al.⁶⁹). From Eqn 25, let \( [S_{\hat{j}\hat{j}}^{\text{Noise}}]_v \in \mathbb{R}^{3\times3} \) denote the covariance matrix at voxel \( v \). Note that this is the 3 × 3 diagonal block matrix in \( S_{\hat{j}\hat{j}}^{\text{Noise}} \), and it contains current density noise covariance information for all three components of the dipole moment. Finally, the noise-normalized imaging method of Dale et al.⁵ gives:

\[
q_v = \frac{\hat{j}_v}{\sqrt{\text{tr}[S_{\hat{j}\hat{j}}^{\text{Noise}}]_v}}
\]

with \( \hat{j}_v \) being the minimum norm current density at voxel \( v \). The squared norm of \( q_v \), i.e.:

\[
q_v^T q_v = \frac{\text{tr}[S_{\hat{j}\hat{j}}^{\text{Noise}}]_v}{\text{tr}[S_{\hat{j}\hat{j}}^{\text{Noise}}]_v}
\]

is an \( F \)-distributed statistic.

Note that the noise-normalized minimum norm in Eqn 26 is a linear imaging method when it uses an estimated EEG/MEG noise covariance matrix based on a set of measurements that are thought to contain no signal of interest (only noise), and that are independent from the measurements whose generators are sought.

Pascual-Marqui et al.⁷⁰ and Sekihara et al.⁷¹ showed that this method has significant non-zero localization error, even under quasi-ideal conditions of negligible measurement noise.

Another member of the family of discrete, 3D distributed, linear statistical imaging methods is sLORETA: standardized low resolution brain electromagnetic tomography⁷⁰. In sLORETA, it is assumed that the current density variance receives contributions from possible noise in the EEG/MEG measurements, but more importantly, from biological variance, i.e. variance in the actual electric neuronal activity. In its simplest form, the biological variance is assumed to be due to electric neuronal activity that is independent and
identically distributed all over the cortex. This means that all neurons are equally likely to be active. Under this hypothesis, sLORETA produces a linear imaging method that has exact, zero-error localization under ideal conditions, as shown empirically in Pascual-Marqui et al.\textsuperscript{70} and as proven by Sekihara et al.\textsuperscript{71} and by Greenblatt et al.\textsuperscript{32}.

Under the sLORETA assumptions, the covariance matrix for the EEG/MEG measurements is:

\[
S_{\Phi} = KS_JK^T + S^\text{Noise}_{\Phi}
\]  

(28)

where \(S^\text{Noise}_{\Phi}\) represents noise in the measurements, and where \(S_J\) is the biological source of variability, i.e. the covariance for the actual current density. When \(S_J\) is set to the identity matrix, it is equivalent to allowing equal contribution of all cortical neurons to the biological noise. Typically, the covariance of the noise in the measurements \(S^\text{Noise}_{\Phi}\) is assumed to be proportional to the identity matrix (or to the equivalent average reference operator matrix). Under these conditions, the EEG/MEG covariance in Eqn 28 produces an estimated current density covariance given by:

\[
S^\hat{J} = T(S_{\Phi}^{-1}T = T(KS_JK^T + S^\text{Noise}_{\Phi})T^T = T(KK^T + \alpha H)K
\]

(29)

Finally, the sLORETA linear imaging method is:

\[
\sigma_v = [S^\hat{J}]^{-1/2}j_v
\]  

(30)

where \([S_J]_v \in \mathbb{R}^{3 \times 3}\) denotes the 3 \(\times\) 3 diagonal block matrix in \(S_J\) (Eqn 29), containing the current density covariance information for all three components of the dipole moment; and \([S^\hat{J}]_v^{-1/2}\) denotes the symmetric square root inverse (as in the Mahalanobis transform\textsuperscript{69}). The squared norm of \(\sigma_v\), i.e.:

\[
\sigma_v^T\sigma_v = j_v^T[S^\hat{J}]^{-1}_v j_v
\]  

(31)

can be viewed as a pseudo-statistic with the form of an F-distribution.

As a practical example, Figure 3.3 shows a 3D sLORETA map (F-pseudo-statistic in Eqn 31), corresponding to a visual evoked potential to pictures of flowers. The free academic sLORETA-KEY software and the data can be downloaded from the appropriate links at the homepage of the KEY Institute for Brain-Mind Research, University of Zurich (http://www.keyinst.uzh.ch). Maximum sLORETA global field power occurs at about 170 ms latency after stimulus onset (shown in panel D). Standardized electric neuronal activity is color coded, with maximum values represented in bright yellow. Maximum activation is found in Brodmann area 18 (panel B). Panel A shows three orthogonal slices through the point of maximum activity. Panel C shows a 3D rendering of the posterior cortex.

In general, statistical parametric or nonparametric mapping methods can be applied to distributed inverse solutions in exactly the same way as to other functional imaging data. Thereby, the inverse solution is calculated for each subject, each experimental condition and each time point (or selected time windows). Voxel-wise comparison between conditions can then be performed using randomization tests or simple paired or unpaired t-tests. This strategy has been successfully applied to localize the onset of interictal epileptic activity with LORETA\textsuperscript{56} and with weighted minimum norm\textsuperscript{57} algorithms. The method is described and illustrated in detail in Chapter 6. Statistical parametric or nonparametric mapping in
the inverse space has also been used in several recent experimental studies to localize those voxels in the brain that significantly differ between two experimental conditions.\textsuperscript{72–76}

The regularization parameter

In all the discrete, 3D, linear tomographies previously described, there appeared the regularization parameter $\alpha$ as part of the solution. But, what is the role of this parameter? Is it important? What effect does it have on the solution? How can it be determined?

Some very brief answers to these essential questions follow.

An inverse solution will smooth out gradually as Tikhonov’s regularization parameter increases in value. This means that the images will look more blurred as $\alpha$ increases. The reason for this is that the parameter controls the spatial frequency components of the inverse solution: the higher the value of $\alpha$, the lower the low-pass spatial frequency (i.e. large $\alpha$ cuts off higher spatial frequencies, small $\alpha$ lets through higher spatial frequencies).

Seen from this point of view, using a correct value for $\alpha$ is just as important as correctly filtering the time-varying EEG/MEG recordings. Typically, noisy measurements produce, due to the principle of “garbage in, garbage out,” very noisy tomographic images. One way to fit
the inverse solution to the signal rather than to the noise is to increase appropriately the value of \( \alpha \).

Informally speaking, if the signal-to-noise ratio (SNR) of the EEG/MEG measurements is known, then a good “guessimate” can be found in Lin et al.\textsuperscript{31}. The use of the SNR value for determining \( \alpha \) will not change the fact that all the tomographies reviewed above remain linear and independent of the actual data being analyzed. This procedure is an option that has been implemented in the free academic sLORETA-KEY software.

Another approach to determine the regularization parameter \( \alpha \) is to use cross-validation. The concept behind cross-validation is to select the value of the regularization parameter that produces the best genuine and objective prediction of the measurements. For instance, in the case of EEG measurements, suppose there are \( N_E \) electrodes. Select a particular inverse solution, and set the value of the regularization parameter to any initial value. Select one electrode and form a new data set without it, i.e. with only \( N_E - 1 \). Next, estimate the current density, and compute the scalp electric potential at the eliminated electrode. Next, compare the predicted value with the actual measurement (squared difference). Repeat this prescription, one electrode at a time, and compute the total prediction error, i.e. the cross-validation error \( CVE(D_{OM}, \alpha) \). Note that in this notation it has been emphasized that the cross-validation error depends on the actual inverse method used, and on the regularization parameter. The best method and the best parameter are the ones that minimize this predictive error. Details of this technique can be found in Pascual-Marqui\textsuperscript{77}. If the regularization parameter is determined by this technique, then the tomography is data dependent, or adaptive, and it is not linear.

**Adaptive spatial filter for bioelectromagnetic source imaging**

This family of techniques has appeared in the literature under several names, such as beam-formers and adaptive spatial filters. These techniques have been widely used in MEG. In common with spatio-temporal dipoles, they make use of time-varying recordings, and they use such temporal information to achieve improved localization results.

This section provides an overview on the adaptive spatial filter technique used for electromagnetic source imaging. We describe basic principles, underlying assumptions, and the extension to incorporate the estimation of the source orientation. In what follows, the MEG case will be treated, bearing in mind that without any loss of generality they apply as well to the EEG case.

**Definitions**

Let us define the time-varying magnetic field measured by the \( e \)-th sensor at time \( t \) as \( b_{e,t} \), and a column vector:

\[
b_t = (b_{1,t} \ b_{2,t} \ \ldots \ b_{N_E,t})^T
\]

as a set of measured data where \( N_E \) is the total number of sensors. Let us define the measurement covariance matrix \( C \) as:

\[
C = \frac{1}{N_T} \sum_{t=1}^{N_T} b_t b_t^T
\]

where \( N_T \) denotes the number of discrete time samples in the recorded time window of interest. Extending our previous notation, let \( j_{e,t} \in \mathbb{R}^{3 \times 1} \) denote the time-varying dipole...
moment vector at time $t$, at position $r_v \in \mathbb{R}^{3\times 1}$. Note that the source $j_{v,t}$ can be equivalently written as:

$$j_{v,t} = j_{v,t} \eta_v$$

(34)

where $j_{v,t}$ denotes the source magnitude, and $\eta_v \in \mathbb{R}^{3\times 1}$ denotes its orientation. Note that it is assumed that the source orientation is time independent.

Let $l_{e,v} \in \mathbb{R}^{3\times 1}$ denote the lead field for the magnetic field case. As before, for the EEG case, the magnetic lead field is a vector with three components corresponding to the coordinate axes $XYZ$. The $X$-component of the lead field is the magnetic field at sensor “$e$” due to a unit strength current dipole at “$v$” that is oriented along the $X$-axis. Similar definitions hold for the $Y$- and $Z$-components. Particular examples of magnetic lead fields for spherical head models can be found, for example, in Sarvas$^{10}$.

In analogy with the EEG case, the forward equation for MEG is:

$$b_{e,t} = \sum_{v=1}^{N_V} l_{e,v}^T j_{v,t} + n_{e,t}$$

(35)

where $N_V$ is the number of sources. In the presence of additive measurement noise, Eqn 35 generalizes to:

$$b_{e,t} = \sum_{v=1}^{N_V} l_{e,v}^T j_{v,t} + n_{e,t}$$

(36)

Note that Eqn 36 can be written in vector/matrix notation as:

$$b_t = \sum_v L_v j_{v,t} + n_t = L J_t + n_t$$

(37)

where $b_t \in \mathbb{R}^{N_t \times 1}$ is given by Eqn 32; $L_v \in \mathbb{R}^{N_t \times 3}$ contains in each row (sensor) the corresponding transposed lead field; $n_t \in \mathbb{R}^{N_t \times 1}$ is the time varying noise vector; $L \in \mathbb{R}^{N_t \times (3N_V)}$ is the lead field matrix for all sensors and sources; and $J_t \in \mathbb{R}^{(3N_V) \times 1}$ is the current density vector for all sources.

Note that the summations in Eqn 35 and Eqn 36, and the matrix multiplication in Eqn 37 correspond, equivalently and formally, to integration over the source space, in the case of continuously distributed sources.

In the case of known orientation $\eta_v$ for the sources, and by making use of Eqn 34, the previous equations can be written as:

$$b_{e,t} = \sum_{v=1}^{N_V} l_{e,v} j_{v,t} + n_{e,t}$$

(38)

and:

$$b_t = \sum_v L_v j_{v,t} + n_t$$

(39)

with:

$$l_{e,v} = l_{e,v}^T \eta_v$$

(40)

$$L_v = L_v \eta_v$$

(41)

where, as before, the scalar $j_{v,t}$ denotes the source magnitude.
Source reconstruction using spatial filter

From the measurements $b_t$, the spatial filter reconstructs the source magnitude $j_{v,t}$ as:

$$\hat{j}_{v,t} = w_v^T b_t$$  \hspace{1cm} (42)

where $\hat{j}_{v,t}$ is the estimated or reconstructed source magnitude at location $v$ and time $t$ (see Van Veen & Buckley\textsuperscript{78}). Using Eqn 42, the power of the spatial filter outputs is given by:

$$\frac{1}{N_T} \sum_{t=1}^{N_T} \hat{j}_{v,t}^2 = w_v^T \left( \frac{1}{N_T} \sum_{t=1}^{N_T} b_t b_t^T \right) w_v = w_v^T C w_v$$  \hspace{1cm} (43)

In Eqn 42 and Eqn 43, $w_v$ is the weight vector, which characterizes the properties of the spatial filter. There are two types of spatial filters. One is the nonadaptive spatial filter in which the weight vector depends solely on the lead field of the sensor array. The other is the adaptive spatial filter in which the weight vector depends on the measured data as well as the lead field of the sensor array.

Because a biomagnetic source is the electric current density, which is a 3D vector quantity, we need to know the source orientation $\eta_v$ when deriving the weight vector $w_v$. The information on the source orientation may be predetermined if an accurate 3D MRI of the subject provides information on the orientation. In most cases, however, the source orientation $\eta_v$ should be estimated also from the data.

When $\eta_v$ is unknown, we first derive the weight $w_{v,\eta}$ that depends on both the location $r_v$ and orientation $\eta_v$, and using $w_{v,\eta}$, the source estimate $\hat{j}_{v,t,\eta}$ is obtained as:

$$\hat{j}_{v,t,\eta} = w_{v,\eta}^T b_t$$  \hspace{1cm} (44)

The source orientation at $r_v$ is estimated by maximizing the power of $\hat{j}_{v,t,\eta}$ with respect to $\eta_v$. That is, the optimum source orientation $\eta_{\text{opt},v}$ is obtained from:

$$\eta_{\text{opt},v} = \arg \max_\eta \frac{1}{N_T} \sum_{t=1}^{N_T} \hat{j}_{v,t,\eta}^2 = \arg \max_\eta w_{v,\eta}^T C w_{v,\eta}$$  \hspace{1cm} (45)

Then, the weight vector $w_v$ is redefined as the weight associated with this optimum orientation $\eta_{\text{opt},v}$, i.e.:

$$w_v = w_{v,\eta_{\text{opt},v}}$$  \hspace{1cm} (46)

We use this $w_v$ to reconstruct the source intensity at location $r_v$ such that:

$$\hat{j}_{v,t} = w_v^T b_t$$  \hspace{1cm} (47)

The spatial filter that reconstructs 3D source vectors in this manner is called the scalar spatial filter. (Although there is a vector formulation of spatial filters, we do not describe it due to the space limitation. In practice the scalar and vector formulations give very similar results.)

Nonadaptive spatial filter

Many tomographic reconstruction methods can be interpreted as nonadaptive spatial filters. For example, the well-known minimum-norm method\textsuperscript{27} described above can be formulated as a nonadaptive spatial filter, of which weight is expressed as (see Sekihara \textit{et al.}\textsuperscript{71}):

$$w_v = G^{-1} L_v$$  \hspace{1cm} (48)
where $G \in \mathbb{R}^{N_e \times N_e}$ is often referred to as the gram matrix, given by:

$$G = LL^T$$  \hfill (49)

The sLORETA method introduced above\(^{70}\) can also be reformulated as a nonadaptive spatial filter, of which weight is expressed as\(^{71}\):

$$w_v = \frac{G^{-1}L_v}{\sqrt{L_v^T G^{-1} L_v}}$$  \hfill (50)

According to the Rayleigh–Ritz formula\(^{79}\), the optimum orientation $\eta_{opt,v}$ for the minimum-norm filter is obtained as:

$$\eta_{opt,v} = \nu_{\max} \{ L_v^T G^{-1} C G^{-1} L_v \}$$  \hfill (51)

For sLORETA, it is obtained as:

$$\eta_{opt,v} = \nu_{\max} \{ L_v^T G^{-1} C G^{-1} L_v, L_v^T G^{-1} L_v \}$$  \hfill (52)

In the above equations, the eigenvector corresponding to the maximum eigenvalues of a matrix $A$ is denoted $\nu_{\max}(A)$ and the eigenvector corresponding to the maximum generalized eigenvalue of a matrix $A$ with a metric $B$ as $\nu_{\max}(A, B)$. For later use, we denote the minimum generalized eigenvalue of a matrix $A$ with a metric $B$ as $\epsilon_{\min}(A, B)$ and the corresponding eigenvector as $\nu_{\min}(A, B)$.

### Adaptive spatial filter

#### Minimum-variance spatial filter with the unit-gain constraint

Let us derive the weight of the minimum-variance spatial filter, which is the best-known adaptive spatial filter\(^{80}\). The weight vector of the minimum-variance spatial filter $w_v$ is derived as the one which minimizes the output power $w_v^T C w_v$ under the constraint of $w_v^T L_v = 1$, i.e.:

$$w_v = \arg \min_{w_v} w_v^T C w_v \text{ subject to } w_v^T L_v = 1$$  \hfill (53)

The inner product $w_v^T L_v$ represents the spatial filter outputs from a unit magnitude source located at $v$. Therefore, setting $w_v^T L_v$ equal to 1 guarantees that the spatial filter passes the signal from $v$ with a gain equal to 1 (unit gain). The output power of the spatial filter $w_v^T C w_v$ generally contains not only the noise contributions but also unwanted contributions such as the influences of sources located at other than $v$. Therefore, by minimizing the output power with this unit gain constraint, we can derive a weight that minimizes such unwanted influence without affecting the signal coming from $v$, the pointing location of the spatial filter.

By solving the minimization problem in Eqn 53, the explicit form of the weight vector is given by:

$$w_v = \frac{C^{-1} L_v}{L_v^T C^{-1} L_v}$$  \hfill (54)
It is easy to see that, using Eqn 43, the output power of this spatial filter is expressed as:

\[
\frac{1}{N_T} \sum_{t=1}^{N_T} j_{v,t}^2 = w_v^T C w_v = \frac{1}{L_v^T C^{-1} L_v}
\]  

(55)

The adaptive spatial filter in Eqn 54, which is obtained with the unit-gain constraint, is often called the minimum-variance distortionless spatial filter.

Minimum-variance spatial filter with the array gain constraint

The constraint \(w_v^T L_v = 1\) is given in a somewhat arbitrary manner, and there should be other possibilities, depending on the characteristics of the problem to be solved. For the bio-electromagnetic source imaging, the norm of the lead field vector \(\|L_v\|\) has a spatial dependence. Particularly when the spherical homogeneous conductor model is used for calculating the lead field, \(\|L_v\|\) becomes zero at the center of the sphere for the MEG case (not for the EEG case). This causes a false intensity increase around the center of the sphere in the source reconstruction obtained using the minimum-variance distortionless filter, because the weight becomes infinity at the center.

When \(\|L_v\|\) has a spatial dependence, it should be more reasonable to use the constraint of \(w_v^T L_v = \|L_v\|\), instead of using \(w_v^T L_v = 1\). Because \(\|L_v\|\) is the gain of the sensor array, we derive, by using \(w_v^T L_v = \|L_v\|\), the spatial filter whose gain exactly matches the gain of the sensor array. The weight vector in this case, is obtained as:

\[
w_v = \frac{C^{-1} \tilde{L}_v}{\tilde{L}_v^T C^{-1} \tilde{L}_v}
\]

(56)

Where \(\tilde{L}_v\) is the normalized lead field vector defined as \(\tilde{L}_v = L_v/\|L_v\|\). The output power from this spatial filter is given by:

\[
\frac{1}{N_T} \sum_{t=1}^{N_T} j_{v,t}^2 = \frac{1}{L_v^T C^{-1} L_v} = \frac{L_v^T L_v}{L_v^T C^{-1} L_v}
\]  

(57)

The output power obtained in Eqn 57 is sometimes called the neural activity index\(^81\). In Eqns 56 and 57, we can see that the weight is independent from the norm of the lead field, and we can avoid the artifacts caused due to the nonuniformity \(\|L_v\|\).

Prerequisite for the adaptive spatial filter formulation

As described in the preceding sections, the weight vectors of the adaptive spatial filters are obtained by minimizing the output power \(w_v^T C w_v\) with a constraint. Let us look at this minimization process in detail. We assume that total \(N_v\) sources are located at \(r_1, r_2, \ldots, r_{N_v}\), and that their time courses are denoted \(j_{1,t}, j_{2,t}, \ldots, j_{N_v,t}\). Ignoring the noise term, and assuming that the spatial filter is pointing at \(r_p\), the location of the \(p\)-th source, the output power of the spatial filter is given by:

\[
w_p^T C w_p = \frac{1}{N_T} \sum_{t=1}^{N_T} \sum_{v=1}^{N_v} w_p^T j_{v,t} L_v \left[ w_p^T \sum_{v=1}^{N_v} j_{v,t} L_v \right]^T
\]

(58)
Considering the unit gain constraint $w^T_v L_v = 1$, we have:

$$w^T_p C w_p = \frac{1}{N_T} \sum_{t=1}^{N_T} j^2_{p,t} + \sum_{v=1}^{N_v} \sum_{u=1}^{N_v} \left[ \frac{1}{N_T} \sum_{t=1}^{N_T} j^2_{v,t} \right] w^T_p L_v \| w_p^T \|^2$$

$$+ \sum_{v=1}^{N_v} \sum_{u=1}^{N_v} \left[ \frac{1}{N_T} \sum_{t=1}^{N_T} j_{v,t} j_{u,t} \right] w^T_p L_v L_u w_p$$

(59)

We assume that source activities are uncorrelated with each other, i.e.:

$$\frac{1}{N_T} \sum_{t=1}^{N_T} j_{p_1,t} j_{p_2,t} = 0, \quad \text{for } p_1 \neq p_2$$

(60)

Then, the third term in the right-hand side of Eqn 59 becomes equal to zero, and we have:

$$w^T_p C w_p = \frac{1}{N_T} \sum_{t=1}^{N_T} j^2_{p,t} + \sum_{v=1}^{N_v} \sum_{u=1}^{N_v} \left[ \frac{1}{N_T} \sum_{t=1}^{N_T} j^2_{v,t} \right] w^T_p L_v \| w_p^T \|^2$$

(61)

Therefore, the weight vector that minimizes the output power $w^T_p C w_p$ satisfies the relationship $w^T_p L_q = 0$, for $p \neq q$. Using such weight vectors, we have:

$$w^T_p C w_p = \frac{1}{N_T} \sum_{t=1}^{N_T} j^2_{p,t}$$

(62)

In summary, the weight vector obtained by minimizing the output power with the unit gain constraint has the property:

$$w^T_q L_q = \delta_{pq}$$

(63)

where $\delta_{pq}$ is the Kronecker delta, i.e. $\delta_{pq} = 1$ when $p = q$ and $\delta_{pq} = 0$ when $p \neq q$. Equation 63 indicates that the weight vector passes a signal from a source at the pointing location but does not pass signals from other sources. The weight vector of the adaptive spatial filter attains such performance without being explicitly informed about the locations of other sources. This is because the covariance matrix $R$ contains this information, and adaptive spatial filters automatically utilize it. It is obvious that the arguments in this section hold for the array-gain constraint minimum-variance filter, except that the weight property is expressed as:

$$w^T_q L_q = \delta_{pq} \| L_q \|$$

(64)

**Scalar minimum-variance spatial filter**

The source orientation can be determined in the following manner for the minimum-variance spatial filter. In this subsection, the minimum-variance spatial filter indicates the minimum-variance spatial filter obtained with the array-gain-constraint. The weight vector that depends both on the location and the source orientation is obtained using:

$$w_{v,q} = \arg\min_{w_{v,q}} w^T_{v,q} C w_{v,q} \text{ subject to } w^T_{v,q} L_q \eta_v = \| L_q \eta_v \|$$

(65)
The resulting weight vector is given by:

$$ w_{v, \eta} = \|L_v \eta_v\| \frac{C^{-1}L_v \eta_v}{\eta_v^T L_v^T C^{-1}L_v \eta_v} $$

(66)

and the output power is given by:

$$ \frac{1}{N_T} \sum_{t=1}^{N_T} \hat{j}_{v,t,\eta} = \frac{\eta_v^T L_v^T L_v \eta_v}{\eta_v^T L_v^T C^{-1}L_v \eta_v} $$

(67)

Therefore, the orientation $\eta_{opt,v}$ that gives the maximum spatial filter outputs is obtained as:

$$ \eta_{opt,v} = \arg \max_{\eta} \frac{\eta_v^T L_v^T L_v \eta_v}{\eta_v^T L_v^T C^{-1}L_v \eta_v} $$

(68)

According to the Rayleigh–Ritz formula, the optimum orientation $\eta_{opt,v}$ is given by:

$$ \eta_{opt,v} = v_{\text{min}} \left\{ L_v^T C^{-1}L_v, L_v^T L_v \right\} $$

(69)

The output power of this spatial filter is given by:

$$ \frac{1}{N_T} \sum_{t=1}^{N_T} \hat{j}_{v,t,\eta} = \frac{1}{\varepsilon_{\text{min}} \left\{ L_v^T C^{-1}L_v, L_v^T L_v \right\}} $$

(70)

The minimum-variance spatial filter can be extended to the eigenspace-projection minimum-variance filter, which is known to be tolerant of errors in the forward modeling or in the estimation of the data covariance matrix. The extension is attained by projecting the weight vector onto the signal subspace of the measurement covariance matrix. That is, redefining the weight vector as $w_{MV,v}$, the weight vector for the eigenspace-projection beamformer is obtained using:

$$ w_v = E_s E_s^T w_{MV,v} $$

(71)

where $E_s$ is a matrix whose columns consist of the signal-level eigenvectors of $C$, and $E_s E_s^T$ is the projection matrix that projects a vector onto the signal subspace of $C$.

**Examples of the source reconstruction**

The somatosensory response was recorded using a 160-channel whole-head sensor array (MEGVISION, Yokogawa Electric Corp, Tokyo, Japan) with an electric stimulus delivered to the right median nerve at the subject’s wrist with a 1 s interstimulus interval. An epoch of 300 ms duration (100 ms pre- and 200 ms post-stimulus) was digitized at 1 kHz sampling frequency and a total of 400 epochs were averaged. The averaged magnetic recordings are shown in the lower panel of the right-hand side of Figure 3.4.

We applied the minimum-variance spatial filter to this somatosensory response. The weight vector of the minimum-variance filter was computed using Eqns 66, 69 and 71, and used for spatial filtering. The sample covariance matrix was calculated using a time window between 15 and 65 ms. The reconstructed results are shown in Figure 3.4. The MRI overlay shows that the reconstructed results demonstrate a clear localized activation at the subject’s SI cortex. The upper panel in the right-hand side shows the reconstructed source time course at
Figure 3.4 Three panels (two upper panels and bottom-left panel) in the left-hand side show the results of MRI overlay in which the source reconstruction at 20 ms (the latency at the N20 peak) is overlaid onto the subject MRI. The bottom-right panel in the left-hand side shows the iso-contour map of the magnetic field at 20 ms of latency. The upper panel in the right-hand side shows the reconstructed source time course at the position that has the maximum source intensity. (This position is indicated by the diamond-like marks on the MRI.) The lower panel of the right-hand side shows the 160-channel magnetic recordings averaged over 400 epochs.

the SI cortex. These results clearly demonstrate the high-resolution reconstruction capability of adaptive spatial filtering.

**Head volume conductor model and solution space**

Source localization consists of a source model and a volume conductor model. The different source models have been explained in detail above. They can in principle be applied to any head volume conductor model. The head model (geometry and conductive characteristics) defines the transfer matrix or lead field matrix. Equation 2 above describes the lead field matrix for the simplest head volume conductor model, the sphere. Different conductivity properties can be attributed to the different tissues of the head represented as homogeneous shells (Eqn 3). This approach has been used in most of the source localization studies, particularly when using equivalent dipole models. Most of these studies use the conductivity parameters of the different compartments as defined 40 years ago by Rush & Driscoll.\(^{85}\) They proposed that the skull resistivity is 80 times higher than the resistivity of the scalp and the brain. These values are most probably wrong and the conductivity ratio between skull and brain is only about 20:1 or even lower, leading to much higher spatial resolution of the EEG.\(^{86}\) This issue will be discussed in detail in Chapter 4, because it crucially influences the question of the number of electrodes that are needed for electric source imaging.
Spherical head models with uniform conductivity properties allow an analytical solution of the inverse problem and are thus fast and easy to calculate. However, they are not realistic. The brain is neither spherical, nor are the conductivity values homogeneous over the whole head. Therefore, more sophisticated realistic head volume conductor models based on the structural high resolution MRI of the individual subject are required. The realistic geometry can be implemented by numerical methods such as the finite element model (FEM\textsuperscript{87}) or the boundary element method (BEM\textsuperscript{88}). The FEM model allows a tessellation of the whole volume (typically restricted to the gray matter) and therefore allows the consideration of different conductivity values for each element. In addition, different orientation of the current dipole can be predetermined for each element based on the local cortical folding (for a review see Fuchs \textit{et al.}\textsuperscript{89}). While such realistic head models will certainly soon replace the simple spherical head models, this is not the case yet, because of the complexity, instability and computer demands of the FEM algorithms.

In an attempt to combine the computational efficiency of the spherical head model with a more accurate description of the head shape, Spinelli \textit{et al.}\textsuperscript{63} proposed a Spherical head Model with Anatomical Constraints (SMAC). It consists in calculating a best-fitting sphere for the individual head surface derived from the structural MRI. The brain is then transformed to this best-fitting sphere using homogeneous transformation operators. A multishell spherical model can then be used to calculate the inverse problem analytically, but the solutions are directly calculated for this (though slightly deformed) MRI.

The realistic head models (including the SMAC model) allow a restriction of the solution space, i.e. the space in which electrical activity can be generated, to the gray matter of the cortex. This drastically reduces the number of unknowns, and it allows the exclusion of cavities and lesions from the potential source space. For dipolar models, the search space is restricted to this individual source space. For distributed source models, the solution points are only distributed in this anatomically defined source space. While most of the experimental studies with healthy subjects tend to use one and the same realistic head model for all subjects (as offered for example in the LORETA software), clinical studies generally use the individual MRI of the patient and define an individual solution space in the gray matter of the patient\textsuperscript{57,60}.

**Conclusion**

This chapter provides an overview of the different algorithms that are proposed to solve the electromagnetic inverse problem. We have focused on distributed source models that do not require a-priori assumptions on the number of sources, and we focused on those algorithms that are currently most widely used in the EEG and MEG community. We tried to make clear that the EEG/MEG inverse problem can be solved by incorporating physically and physiologically meaningful constraints and we tried to illustrate the capacity of these methods to noninvasively determine the distribution of electrically active neuronal populations at each moment in time in the healthy as well as in the pathological brain. The very high temporal resolution of the EEG and MEG make these methods unique to study the spatio-temporal dynamics of large-scale neuronal networks in the human brain. Recording systems with a high number of sensors combined with sophisticated source models and powerful realistic head volume conductor models make the EEG and MEG a reliable functional imaging method that can answer many scientific and clinical questions on how the human brain works.
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Chapter 4

Data acquisition and pre-processing standards for electrical neuroimaging

Christoph M. Michel and Daniel Brandeis

Introduction

The raw data for electrical neuroimaging is the potential field recorded on the scalp using multichannel EEG systems. Unlike waveform analysis of EEG or evoked potential (EP), electrical neuroimaging is based on the spatial analysis of these potential maps. The quality of these maps determines the goodness of the subsequent analysis steps. It is therefore of crucial importance that these scalp potential fields are recorded and pre-processed in a correct manner. An important issue concerns the number and the distribution of the electrodes on the scalp to provide an adequate spatial sampling of the potential field. Another issue is the measurement of the exact position of each electrode and the spatial normalization of the potential fields when averaging over subjects. Artifact detection and elimination is also an important point, since noise crucially influences source analysis. On the other hand, some factors that pose important problems for the traditional waveform analysis are irrelevant for electric neuroimaging. Obviously the selection of the “correct montage” for EEG analysis, or the “correct electrode” for evoked potential analysis is not relevant when analyzing the potential field. However, most important is that the question of the correct reference is completely obsolete for electrical neuroimaging. This fact was unfortunately often ignored and the “reference-problem” has been considered as a major disadvantage of the EEG compared with the MEG. It has been explained and illustrated in detail in Chapter 2 that the reference has no effect on the spatial configuration of the potential field and therefore in no way influences spatial EEG analysis. This of course also concerns source localization procedures, that are completely reference-independent (see Chapter 3).

Many aspects of EP and EEG data recording are not specifically related to electrical neuroimaging but are standard requirements for all experimental and clinical EEG and EP studies. Such basic requirements (like sampling frequency, hard- and software filters, impedances, etc. are discussed in detail elsewhere. Here we only discuss those practical issues that are of particular relevance for electrical neuroimaging (see also Michel et al.12).

Spatial sampling

In order to adequately sample the potential field for electrical neuroimaging a large number of electrodes is needed, which is not a great problem any more. Electroencephalogram systems
of up to 256 electrodes are commercially available. Fast application of electrode caps or nets with these large numbers of electrodes is nowadays possible, making even high-density EEG very feasible in clinical routines\textsuperscript{17,18}.

Intuitively one would assume that more electrodes are always better. However, the issue is complex because the increased spatial resolution depends both on the resistance of the volume layers, particularly the skull, and the spatial smearing induced by these resistances and the measurement noise. The required number of electrodes depends on the spatial frequency of the scalp potential field which has to be correctly sampled to avoid aliasing. Aliasing is a well-known phenomenon for discrete sampling of time series. It appears when the frequency of the measured signal is higher than half of the sampling frequency (Nyquist rate). In this case, higher frequencies are not only poorly characterized; they also distort the energy representation of lower frequencies. This aliasing effect also holds for the sampling in space, since the potential distribution is only sampled at discrete measurement points (electrodes). While the concept of the Nyquist rate does not fully apply to data on the sphere\textsuperscript{19,20}, spatial frequencies of the potential field that are higher than the spatial sampling frequency (i.e. the distance between electrodes) will distort the map topography\textsuperscript{20–24}. This distortion will lead to misinterpretation of maps and mislocalization of the sources.

While temporal aliasing can be diminished by applying pre-sampling low-pass filters, such filtering does not exist for spatial sampling. Therefore, the spatial frequency of the scalp potential fields has to be known. Unfortunately, it can vary for different temporal frequencies in the spontaneous EEG, different components of the evoked potential and different types of pathological activity. It will also vary for different areas of the scalp due to cortical geometry and variations in skull conductivity, the latter of which acts as a “natural” spatial filter. Investigations based on experimental data\textsuperscript{25} and simulations\textsuperscript{26} proposed that an interelectrode distance of \(\sim 2–3\) cm is needed. Freeman et al.\textsuperscript{27} concluded from spatial spectral density calculations that even less than 1 cm spacing of electrodes is needed. Srinivasan et al.\textsuperscript{22} estimated the effective spatial resolution of different electrode montages, using a range from 19–129 electrodes, and concluded that “the smallest topographic feature that can be resolved accurately by a 32–channel array is 7 cm in diameter, or about the size of a lobe of the brain.”

These authors likewise demonstrated interpretational pitfalls of inadequate spatial sampling on the scalp. Comparison of the scalp topography of the N1 component of the visual evoked potential when recorded with 129 electrodes versus when subsampled to fewer electrodes led to incorrect lateralization of posterior foci and to obfuscation of a fronto-central positive focus with fewer electrodes. One study\textsuperscript{28} evaluated the effect of number of recording electrodes on EEG of acute focal ischemic stroke patients. The data were originally recorded from 128 electrodes and then subsampled to 64, 32 and 19 channels. By visually comparing the EEG maps with radiographic images of the patients, it was argued that more than 64 electrodes were needed to avoid mislocalizations of the affected region.

\textbf{Figure 4.1.} illustrates the effect of spatial undersampling with the example of a somatosensory evoked potential after electrical stimulation of the left median nerve. It is a good example of a very focal extreme of the potential field, in this case the negative extreme concentrated on a few electrodes on the superior parietal lobe (the well-known N20 component). A bad spatial sampling of the field could in this case miss the focal minimum and misinterpolate the field. Consequently the estimated source of the N20 component, known to be generated in the primary somatosensory cortex, is not correctly retrieved by the inverse solution algorithm. This example illustrates possible problems of undersampling in the case of a very focal source captured on a few electrodes only.
A systematic study using this down-sampling strategy was performed by Lantz et al.\textsuperscript{29} on data from patients with focal partial epilepsy that were originally recorded with 123 electrodes and then subsampled to 63 and 31 channels. The 14 patients were grouped into those with mesial temporal (5), with neocortical (7) and with nonlesional (2) epileptic foci. All but one of the patients were seizure-free after resective surgery, thus the location of the epileptic focus was known. Several interictal spikes were determined from the basis of the 123 channel recordings and were localized using the linear inverse solution EPIFOCUS\textsuperscript{30} using a 3-shell spherical head model with anatomical constraints based on the individual MRI (SMAC transformation\textsuperscript{31}). The mean distance of the source maximum of the individual spikes to the resected area was determined and statistically compared between the different electrode arrays. Significant smaller localization error was found when using 63 instead of only 31 electrodes. Accuracy still systematically increased from 63 to 123 electrodes, but less significantly (Figure 4.2).

In the same study of Lantz et al.\textsuperscript{29}, as well as in a review by Michel et al.\textsuperscript{12}, simulations were performed with nine different electrode configurations between 25 and 181 electrodes equally distributed over the scalp. For each electrode configuration, the lead field matrix (see Chapter 3) was computed using a 3-shell spherical head model\textsuperscript{32} with the resistance values as estimated by Rush and Driscoll\textsuperscript{33}. A uniform grid of 1152 solution points was defined in the sphere. At each grid point, the three Cartesian components of a source were used to calculate
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Figure 4.2  Dependence of the localization precision of interictal spikes on the number of electrodes. Data of 14 patients with seizure-freedom after focus resection were analyzed. In all patients, spikes were recorded with 123 electrodes. Source analysis using the individual head model was performed on the original data and on data subsampled to 63 and 31 electrodes. The linear source localization algorithm EPIFOCUS was used on the individual SMAC-transformed head model and the distance of the maximum to the resection border was determined for all individual spikes and statistically compared between the different recording arrays. The top shows an example of the source maximum of each spike with respect to the resected area delineated in blue. Points appearing outside the brain are lying on another slice. The lower panel shows the mean and standard deviation of distance from source maximum to the lesion. Asterisks indicate significant (P < 0.05) better localization. Modified from Lantz et al.29, Copyright (2003), with permission from the International Federation of Clinical Neurophysiology.

The forward solution, i.e. to produce a scalp potential map. For each electrode configuration, these simulated potentials were subsequently localized, and the averaged localization error was determined. Both studies showed that the localization precision does not increase in a linear fashion, but reaches a plateau at about 100 electrodes for fully distributed inverse solution algorithms (Figure 4.3).

Most of the above-described studies with simulation or with real data estimate that around 100 electrodes are needed for maximal spatial resolution. However, Ryynänen et al.24 pointed out that this only holds if we assume that the skull resistance is 80 times higher than that of the scalp and the brain, as introduced by Rush & Drisco.33 The skull resistance has an important effect on the spatial resolution of the EEG by drastically blurring the signals.4 Several recent studies have shown that the skull resistance is probably considerably lower.35–37 Ryynänen et al.23 systematically investigated the gain of the number of electrodes on spatial resolution when lowering the resistance values. They concluded that the usually used high resistance ratio of 80:1 between skull and brain indeed leads to a limited spatial resolution that can be correctly captured with around 64 electrodes. However, when reducing the skull resistance, increasing the number of electrodes clearly increases spatial resolution. With resistances as low as 8, the use of even 512 electrodes would still improve the resolution. The resistance of the skull depends on the skull thickness. In newborns the skull thickness is c. 7–8 times lower than in adults, leading to a ratio of c. 14:1.20,38 between skull
Figure 4.3 Dependency of source localization precision on the number of electrodes examined by different source localization methods. 181 electrodes were uniformly distributed on a sphere and then down sampled to homogeneously distributed montages ranging from 25 to 166 electrodes. The lead field matrix was computed for each electrode configuration using a 3-shell spherical head model with an equally spaced grid of 1152 solution points. The forward solution was computed for dipolar sources at each of these grid points. These simulated surface potentials were then localized using four different distributed inverse solution algorithms: Minimal Norm (MN), Laplacian weighted Minimum Norm (LORETA), Local Autoregressive Average (LAURA) and EPIFOCUS. The percentage of sources with a dipole localization error of less than 2 grid points are plotted. The localization precision increases nonlinearly with increasing number of electrodes, reaching a plateau at around 100 electrodes. Modified from Michel et al.12. Copyright (2004), with permission from the International Federation of Clinical Neurophysiology.

and brain. Ryynänen et al.24 show that with this ratio, spatial resolution still increases with 256 as compared with 128 electrodes in realistic noise levels. The aspect of number of electrodes in infants has been specifically addressed in the study of Grieve et al.20. These authors also concluded that a 256-electrode array is needed to obtain a spatial sampling error of less than 10%.

The conclusion of the above discussion is that with the usually assumed high skull resistance of 80, the blurring caused by volume conductor effects limits the spatial resolution and there would be no great benefit from increasing the number of electrodes much above 64. To the contrary, such large arrays would actually rather aggravate the spatial analysis because they are more influenced by the noise level of the data. As shown by Ryynänen et al.23,24, the measurement noise (environment and electrode contact) is a critical limiting factor in source localization with high density EEG systems. As the noise increases, the spatial resolution decreases drastically. Thus, in realistic noise levels the use of more than 128 electrodes with the high skull resistance of 80:1 is not a benefit. However, if the resistance is lower, as proposed by several studies, and as is the case in infants, increasing the number of electrodes increases spatial resolution even in a realistic noise environment.
In conclusion, both the intra- and interindividual variability of the resistance values of the skull and the amount of noise need to be more accurately considered in future studies by directly measuring the regional head tissue conductivities through current injection\(^{39}\).

**Distribution of the electrodes**

To correctly interpret the potential field and to adequately estimate the underlying sources, the field has to be sampled as completely as possible. If only one part of the field is captured, interpretation in terms of the generators in the brain is not possible. Ideally, all extremes of the field should lie within the array, so that all positive and negative poles of the dipoles that generated the field are captured. If only one pole is seen, the correct location of the corresponding dipole cannot be estimated. This fact is particularly true for tangential sources, because the maximum and minimum of the generating field do not lie directly above the source. Examples of bad samplings and the corresponding effect on the source estimation are shown in Figure 4.4 with an example of a 128-channel recording of a patient with mesial temporal lobe epilepsy. In this case, the negative extrema of the field is on the inferior temporal lobe. Removing the electrodes that are placed in this area lead to wrong source estimation with a focus proposed on the level of the insula. Since the conventional 10/20 system does not include these inferior electrodes, mesial temporal sources are systematically misplaced, as shown in Sperli *et al.*\(^{40}\). Another example is shown in Figure 4.5 with a visual evoked potential where the bilateral parietal activity of the P300 response evident with 33 electrodes is mistaken as a single posterior midline source when undersampling with only 19 electrodes.

These examples make clear that it is not only the number of electrodes, but also the correct sampling of the field that is essential. If only a low-resolution EEG system is available, it is still better to cover the whole scalp with this sparse electrode array than to put the available electrodes on one region only. Even if a good a-priori hypothesis allows a good estimation of the location of the putative source, the source localization algorithms have major problems if the full potential field is not correctly sampled\(^{12}\). This problem is illustrated in Figure 4.6.
Spatial undersampling can lead to mislocalization of distributed sources. The bilateral parietal activity evident with 33 electrodes (red and black positions) is mistaken (“blurred”) as a single posterior midline source when undersampling with only 19 electrodes (black and red positions). LORETA solutions computed for cue P300 data of control children from van Leeuwen et al.65.

with a visual evoked potential recorded from 204 electrodes and then subsampled to lower numbers of electrodes with different distributions.

Measurement of the electrode positions

Electroencephalogram source localization needs the co-registration of the electrical activity with the anatomical brain space. This co-registration requires knowledge of the 3D position of the electrodes on the scalp. How precise this localization needs to be has not been assessed systematically for different source- and head models. Some studies have evaluated the dipole localization error induced by electrode misplacements. They concluded that the localization error due to electrode misplacement is small and might be negligible compared with the error induced by noise41–43. Currently, electrode caps/nets are generally used44, which leads to a fairly constant electrode placement. In this case, the Cartesian coordinates of the electrodes can be calculated based on the known position of a few landmarks45,46. However, even with caps and nets, correct placement is required and the position of at least some of the electrodes should be measured to assure correct placement.

There are different ways to define the position of each electrode (see Koessler et al.47 for a recent review). Manual methods are based on using calipers to measure inter-electrode distances with respect to certain landmarks45,46. Electromagnetic digitization utilizes a magnetic field and a transmitter-receiver system to digitize each single electrode42,46. Ultrasound
Figure 4.6 Visual evoked potentials (VEP) of a full-field checkerboard stimulation recorded from 204 electrodes. Top row: VEP of all channels, potential map at 100 ms and source localization using a distributed inverse solution. The maximum is correctly localized in the visual cortex. Second row: Selection of 19 electrodes centered on the occipital “region of interest”. Source localization with only these data available incorrectly reveals sources bilaterally in the temporal lobes. Third row: Selection of 19 channels out of the 204 but equally distributed over the scalp: the maximum is again correctly localized in the visual cortex.

digitization measures the time that an ultrasound emitted by a stylus placed on each single electrode needs to travel to a receiver. Because of the considerable time required to digitize each electrode in high-density EEG systems, Russel et al. proposed a photogrammetry system, where 11 cameras mounted on the different vertices of a polyhedron-based photogrammetry structure take pictures simultaneously from the head with the electrodes positioned in the middle of this camera array. This allows off-line reconstruction of the electrode positions. All three devices (magnetic, ultrasound, photogrammetry) are commercially available and are widely used. An alternative method consists in marking each (MRI-compatible) electrode with paramagnetic capsules that are localizable on the MRI and making a 3D anatomical T1 scan sequence. The electrodes can then directly be determined on the MRI that is used for source imaging without any additional co-registering procedures. The spatial localization in MRI volume data is obviously the most adequate way if the individual MRI is required for the source analysis. While this is usually the case for patients where an MRI is often required for clinical reasons, MRI scans for healthy subjects in pure EEG studies might not always be feasible due to additional financial, organizational and time investment. Since knowledge of 3D electrode position is not only required for source localization, but also for normalization of EEG maps across subjects or within subjects across
repeated measures, the measurement options outside the scanner are for the time being more reasonable.

Spatial normalization and interpolation

Group studies or studies with repeated measures within a subject in different recording sessions require spatial normalization of the electric fields, either on the scalp level, or in the inverse space.

On the scalp level, group analysis requires the normalization of the individual data to a common electrode array\(^\text{14}\). This normalization is evidently only possible if the individual electrode positions have been measured with one of the methods described in the previous paragraph. Interpolation algorithms can then be used to transform the data from the individual electrode space to a general electrode array. Such interpolation algorithms are also needed to remove and replace artifact-contaminated channels or to apply source analysis software that is based on standard electrode arrays\(^\text{54}\).

Details of the different interpolation algorithms proposed for EEG maps are given in Chapter 2. Fletcher et al.\(^\text{55}\) presented an extended study of interpolation errors in scalp topographic mapping and concluded that spline class algorithms minimize the interpolation errors.

If source analysis is applied to the individual data and group analysis is performed in the inverse space, interpolation of the scalp potential maps is not required any more, but normalization has to be performed on the level of the brain space. There are two levels on which this normalization is performed:

1. Calculating the lead field (see Chapter 3) for a generic head model, for example based on the averaged brain of the Montreal Neurological Institute (MNI-brain) and a standard distribution of the solution space within the gray matter of this template brain. The individual electrodes are then co-registered on this standard brain and the inverse solution is calculated in this generic brain for all subjects.

2. Calculating the inverse solution in the individual brain of the subject with the individual gray matter and the solution points distributed within this brain space. These individual 3D functional images can then be normalized to a generic brain in the same way as it is done for individual fMRI data.

Artifact detection and elimination

In multichannel recordings with hundreds of channels, electrodes with bad contacts cannot be avoided. The logical strategy is to offline detect and eliminate or interpolate bad electrodes. When applying source localization algorithms, the bad electrodes can simply be eliminated when calculating the lead field and the corresponding trace can be erased from the EEG file. Alternatively, the values of bad electrodes can be interpolated from the neighbor electrodes using the above-discussed spline interpolation algorithms. This generally works well as long as the bad electrodes are dispersed and not too much isolated at the border of the electrode array.

While it is relatively easy and not too disastrous to eliminate some bad electrodes from high-density EEG recordings, it is not always trivial to detect them by visual inspection of hundreds of simultaneously recorded EEG channels. While the importance of careful artifact review in high-density recordings has been recognized, algorithms to detect artifacts on
Figure 4.7 The effect of bad electrodes on the spatial analysis of the potential field. Ongoing EEG is here recorded from 256 electrodes. On the left panel, the original data are shown with maps and inverse solutions at two different time points. The first time point is at the moment of an artifact of a left temporal electrode. The artifact is clearly seen on the traces and on the map as a strong negative potential. Source analysis of this map is completely centered on this artifact. The second time point is selected at a moment where all traces look acceptable. However, the map shows a very focal negativity on a right frontal electrode surrounded by positive potentials. Consequently, the distributed inverse solution places a source below this bad electrode apart from the occipital source. On the right panel, these two electrodes are interpolated and sources are calculated for these corrected maps. The left temporal source at the first time point disappeared and is replaced by a right temporal source. The right frontal source at the second time point completely disappeared and only the occipital source is left.

Individual channels automatically are not easy to construct. An important help is provided by the visual inspection of the potential maps. As discussed above, scalp potential maps are by nature spatially smoothed because of the resistance of the skull. Outliers in the topographic arrangement of the potential map are thus easily detected. A single isolated negative value in the middle of an area of positive potentials is most probably an artifact. Such “spatial outliers” can be inconspicuous when inspecting the waveforms, but become readily seen on the maps as “spatial outliers.” Such an example is illustrated in Figure 4.7. Even if it is only one out of 256 electrodes that was not recording proper EEG activity, keeping this bad electrode in the subsequent analysis steps, particularly in the source localization calculation, can have drastic effects, as illustrated in Figure 4.7.

Apart from bad electrode contacts, electronic or physiological noise can destroy the electric field. Most important are eye movement artifacts. They can in principle easily be detected by placing electrodes above and below the eye and recording the electrooculogram (EOG). In high-density arrays, eye movement may well be detected from the most frontal channels. The question is whether eye movements inevitably lead to a rejection of the trial, or whether
the electric field generated by the eye movement can be detected and subtracted and the non-contaminated EEG can be recovered.

Initial proposals to correct the eye movement artifact were based on simple subtraction of the propagated EOG activity at each channel, or by dipole modeling procedures. The currently most popular approach to correct artifacts is based on independent component analysis (ICA). This technique relies on the hypothesis that brain activity is the result of a superimposition of several independent activities. The activity produced by an eye blink or eye movement is considered to be represented as one such independent component. This interpretation is physiologically well justified and ICA has its undisputed strength in detecting this independent component in the form of a unique map configuration. Other types of artifacts have been successfully characterized by ICA, allowing a correction of the EEG. An important use of the ICA correction strategy is in elimination of the cardiac pulse artifact in the EEG recorded in the scanner, an issue that will be discussed in Chapter 10.

Conclusions

The basic requirement for electrical neuroimaging is the correct recording of the potential field on the scalp. The quality of the scalp potential map not only depends on technical aspects of the recording apparatus, but also on the number and correct positioning of the electrodes. On the other hand, points that are crucial for waveform analysis, such as the positioning of the reference electrode, are less crucial or even irrelevant for spatial analysis of the potential field. A basic drawback of electrical neuroimaging was for a long time the difficulty of applying a sufficient number of electrodes in a reasonable amount of time. This is not an issue any more with the new commercially available systems. Quickly applied high-density EEG from several hundreds of electrodes with continuous digitization at sampling rates of up to 20,000 Hz per channel are commercially available. Electrical neuroimaging is therefore nowadays possible for any research and clinical laboratory. Efficient and standardized analysis procedures are becoming available, allowing even nonexperienced researchers and clinicians to take advantage of the possibilities that this new functional imaging tool provides.
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The general model

The aim of this chapter is to introduce a structured overview of the different possibilities available to display and analyze brain electric scalp potentials. First, a general formal model of time-varying distributed EEG potentials is introduced. Based on this model, the most common analysis strategies used in EEG research are introduced and discussed as specific cases of this general model. Both the general model and particular methods are also expressed in mathematical terms. It is however not necessary to understand these terms to understand the chapter.

The general model that we propose here is based on the statement made in Chapter 3, stating that the electric field produced by active neurons in the brain propagates in brain tissue without delay in time. Contrary to other imaging methods that are based on hemodynamic or metabolic processes, the EEG scalp potentials are thus “real-time,” not delayed and not a-priori frequency-filtered measurements. If only a single dipolar source in the brain were active, the temporal dynamics of the activity of that source would be exactly reproduced by the temporal dynamics observed in the scalp potentials produced by that source. This is illustrated in Figure 5.1, where the expected EEG signal of a single source with spindle-like dynamics in time has been computed. The dynamics of the scalp potentials exactly reproduce the dynamics of the source. The amplitude of the measured potentials depends on the relation between the location and orientation of the active source, its strength and the electrode position. To translate the temporal dynamics of a given source to scalp potentials, one therefore merely has to apply a constant factor. Given the source configuration and the electrode positions, this factor can be computed, which is called the forward problem of the EEG\(^1\).\(^2\). For a series of sources and electrodes, the factors that are obtained when solving the forward problem are called lead-field.

Mathematically, this can be expressed as follows:

\[
U_{t \times e} = s_{t \times 1} v_{1 \times e}
\]

where \(U\) is the time by channel matrix of measurements, \(s\) is a column vector describing the dynamics of the neuronal activity across time, \(v\) is a row vector describing the spatial distribution of the signal across the scalp, \(e\) is the number of electrodes and \(t\) is the number of time points. The resulting \(U\) is a time by channel matrix of potentials that we would measure across time and electrodes.

In the case of several sources, the scalp field produced by two or more different dipolar sources is the sum of the scalp fields produced by these sources. Therefore, the temporal...
dynamics of the scalp potentials produced by these different sources also sum up. In other terms, assume that there are two sources and that the scalp field each source produces is known: to know the scalp field that is produced when both sources are simultaneously active, a weighted sum of the temporal dynamics of the two sources has to be computed for each scalp site, whereas the weights are given by the lead-field of the two sources (Figure 5.2).

In general, the EEG scalp potentials are thus weighted sums of the dynamics of some unknown number of intracerebral processes. Taking up the mathematical formulation above (Eqn 1), we now have:

$$U_{t \times c} = S_{t \times m} V_{m \times c}$$ (2)

Where $S$ is now a matrix describing the dynamics of each neuronal activity across time, $m$ is the number of processes and $V$ is the lead-field matrix corresponding to each source configuration. The resulting $U$ is again a time by channel matrix of potentials that we would measure across time and electrodes.

This formulation has two important implications. First, the general model does not guarantee a unique solution, which implies that additional objectives may have to be introduced. Second, the formulation implies that there is no interaction of the spatial distribution of the source fields and the temporal dynamics of the sources. It is thus possible to discuss the spatial distribution and the temporal evolution of EEG data independently.

For the analysis of EEG data, one would typically aim to disentangle this mixture of signals in order to separate the different processes. In most studies, the unmixing of the data should be such that the results yield a comprehensive interpretation that should be supported by statistical inference. This means on one hand that the processes to be identified
are physiologically plausible, limited to those that are relevant and that tend to be repro-
ducible across the experiment. On the other hand, the dynamics of these processes should be
expressed such that they contain, in a limited set of features, a maximal amount of relevant
information, and suppress irrelevant information.

For example, when comparing EEG epochs that have been randomly selected during dif-
ferent sleep states, a Fast Fourier Transformation of the data is useful, because the results
will not contain any latencies (that were random due to the arbitrary selection of the epoch
onsets), but are maximally sensitive to changes in frequency distribution, where changes are
expected. Furthermore, not necessarily all events visible in the data need to be accounted for,
and a noise term for the unaccounted part of the data is introduced.

In our general model, for the analysis of EEG data, a limited set of possible temporal
dynamics, and a limited set of scalp distributions are introduced. Each scalp distribution can
potentially show any combination of the set of temporal dynamics. In mathematical terms,
the proposed general model for the decomposition of EEG is shown in Eqn 3:

$$U_{t \times e} = D_{t \times w} C_{w \times n} V_{n \times e} + \varepsilon_{t \times e}$$  \hspace{1cm} (3)

where

- \( U \) is a two-dimensional, time by electrode matrix.
- \( D \) is a set of signal patterns, i.e. functions of time. According to the usage in the literature,
  we will call \( D \) the dictionary, and a single curve of the dictionary will be called a word
  of the dictionary. The dictionary is a two-dimensional, number of time points by number of
  words (\( w \)) matrix. The different words of the dictionary are by convention scaled to unit
  variance.
- \( V \) is a set of spatial distributions, i.e. a set of voltage difference patterns on the scalp. We
  will call \( V \) the topographies. The topographies are contained in a two-dimensional matrix
  with number of topographies (\( n \)) by number of (\( e \)). They can be displayed as topographic
  maps. As with the dictionary, the different topographies are by convention scaled to unit
  variance.
- The matrix \( C \) is a set of coefficients that establish the relation between the dictionary and
  the topographies. If the topographies are defined such that they represent the spatial dis-
  tribution of the processes that we are interested in, and if the dictionary is such that it
  represents the temporal dynamics of our interest, the coefficient matrix links these two. It
  indicates how much of each combination of words and topographies there is in the data.
  The coefficient matrix is thus quantitative, and is what is mostly used as a dependent vari-
  able in statistics. The coefficients matrix is a two-dimensional, number of words by number
  of topographies matrix.
- A noise term \( \varepsilon \) may be used to account for variance that is not accounted for by the rest of
  the equation. Often, this noise term is minimized by some optimization of the other terms.

In the model described above, there is no interaction of spatial distribution and tempo-
rnal dynamics. It is thus possible to construct a scheme of different EEG analysis methods
displayed in a two-dimensional array, or “matrix.” One dimension enumerates models of
the temporal dynamics of the recorded potentials. The other dimension contains models for
the spatial distribution of the potentials. Each of the different analysis methods is located in
one cell of the matrix, depending on the specific model of spatial distribution it uses, and on
the specific approach to describe the temporal dynamics of the data. Each analysis method
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is thus considered as a combination of specific spatial and temporal models of the data. In parts, this matrix has been proposed earlier\(^3\).

The scheme allows the reader to make an appropriate choice of analysis strategies that fit the specific research questions. On the other hand, it allows researchers to schematize and eventually also predict the trends in the methodological developments of the field.

To illustrate the idea, let us assume we are interested in activity in the motor cortex associated with some simple movement. We have a rather precise hypothesis on the location and orientation of the sources based on our knowledge about the motor cortex. Furthermore, the literature tells us that we can expect task-related, transient EEG oscillations around the time the movement is performed. We have thus a rather precise idea in what form we want our data to be represented, both in terms of temporal dynamics (we expect transient oscillations) and in terms of spatial distribution (we want to measure the motor cortex).

In the above model, this implies specific choices of a dictionary and a set of topographies. In our present case, we would obviously choose a dictionary that is well suited to represent transient oscillations, which would be wavelets. The topographies should be chosen such that they are as specific for the motor cortex as possible; they could thus be constructed using a forward solution of sources in the motor cortex. Our analysis would thus investigate wavelet-like temporal behavior of topographies that are compatible with activity in the motor cortex.

Temporal elements (model waveforms)

The choice of the dictionary determines the features that are used to describe the time-course of the data. The dictionary should be constructed such that all events of interest can be suitably represented by a combination of words; in mathematical terms, the dictionary has to be “complete.” The fact that some dictionary is able to represent some temporal dynamics does however not imply that the assumptions contained in the dictionary actually hold for the data, because another dictionary containing other assumptions may explain the same dynamics equally well. The choice of a dictionary can therefore not only be based on a good fit between data and dictionary, although a poor fit is a good argument to question the choice of the dictionary. The choice of dictionary should be driven by a correspondence between the – assumed – properties of the temporal dynamics of the data, and the – well known – properties of the dictionary. For example, when analyzing event-related potentials, the typical assumption is that events in the brain stereotypically occur at a specific time before or after an observable event. The appropriate dictionary should therefore give precise information in time.

The number of currently used dictionaries is quite small. The most common dictionaries are briefly discussed below.

Delta elements

The Delta dictionary consists of the most simple time functions, in the following called delta elements. A delta element is zero everywhere except at one time point at a given latency, \(t_i\),

\[
\delta_i(t) = \begin{cases} 
1 & \text{for } t = t_i, \\
0 & \text{otherwise}
\end{cases}
\]
The complete dictionary consists of \( n \) elements, \( \delta_i(i = 0, \ldots, n - 1) \). Then, trivially, any observed time series can be expressed as a linear combination of delta elements,

\[
u(t) = \sum_i u_i \delta_i(t)
\]  

An example of a delta element is shown in Figure 5.3. A delta element \( \delta_i \) applied to a time series “picks up” exactly the value \( u_i \) at the time coordinate \( t_i \), and is “blind” to all other values. The representation of a signal in terms of delta elements thus preserves the time resolution (as determined by the sampling rate). On the other hand, the image of a delta element in the frequency domain (i.e. its Fourier spectrum – see below) is a constant function of frequency. Consequently, the representation of data via delta dictionary has no defined frequency resolution.

**Sinewave elements**

A salient feature of EEG signals is their oscillatory character: the time series appear as “roughly” periodic functions of time. It is thus sensible to seek a representation of data in terms of strictly periodic time functions, in particular, trigonometric functions.

The outstanding role of trigonometric functions becomes evident from a geometric representation of the harmonic motion. Consider a vector of constant length \( a \), rotating in a plane at a constant angular velocity (Figure 5.4), exerting one full rotation (angle \( 2\pi \)) per time period \( P \). The frequency of the motion is \( f = 1/P \), which is sometimes convenient to
express in angular units as so-called circular frequency, \( \omega = 2\pi f \). The momentary angle \( \phi \) at time instant \( t \) is thus

\[
\phi(t) = \omega t + \phi_0
\]

(6)

where \( \phi_0 = \phi(0) \). A projection of the vector onto axis \( x \) is then a periodic function of time,

\[
x(t) = a \cos \phi(t) = a \cos (\omega t + \phi_0).
\]

(7)

Similarly, a projection onto axis \( y \) is

\[
y(t) = a \sin \phi(t) = a \sin (\omega t + \phi_0),
\]

(8)

and, generally, parallel projections in any fixed direction can be expressed as a linear combination of the sine and cosine terms. A graphic representation of the harmonic motion is then a sinewave (Figure 5.4) with amplitude \( a \), wave-number per time unit, or frequency \( f = \omega/(2\pi) \), and phase \( \phi_0 \). Obviously, change of the phase results in a shift of the sinewave along the time axis and does not change the amplitude.

What makes the harmonic motion that important for mathematical representation of EEG signals? It is, firstly, the fact that harmonic motion is produced by (undamped) linear oscillators, that is, physical systems formally described by the differential equation

\[
d^2 y \over dt^2 = -\omega^2 y
\]

(9)
as, for instance, a swinging pendulum, a vibrating mass on a spring, or oscillations in electronic LC circuits. Secondly, there is an elaborated theory (going back to J.B.J. Fourier) concerning the representation of any periodic process as a linear combination of ‘pure’ harmonic components; symbolically,

\[
u(t) = \sum_k a_k \cos(\omega_k t + \phi_k).
\]

(10)

This is, essentially, the background idea of the representation of time series in terms of sinewave functions with discrete circular frequencies, \( \omega_k = 2\pi k/N \), for \( k = 0, 1, \ldots, N - 1 \), where \( N \) is the number of data points in a given analysis epoch of duration \( T = N/f_{\text{samp}} \). For each element, the amplitude \( a_k \) and the phase \( \phi_k \) corresponding to the circular frequency \( \omega_k \) are uniquely determined (Fourier analysis). Conversely, given a complete set of amplitudes (Fourier coefficients) and phases, \( \{(a_k, \phi_k)\}_{k=0,1,\ldots,N-1} \), the corresponding time series \( u(t_0), \ldots, u(t_{N-1}) \) can be reconstructed via Eqn 10 (Fourier synthesis).

In principle, the dictionary corresponds to the classical (discrete) Fourier transformation (FFT); it consists of oscillations at given discrete frequencies, \( \omega_k \), extending over the entire analysis epoch \( T \), and normalized to the sum of squares equal to unity. Trivially, a representation of a strictly periodic signal with frequency \( f = \omega_k/(2\pi) \) has a single non-zero Fourier coefficient \( a_k \), with all other coefficients equal to zero (single-line or “monochromatic” spectrum). Therefore the Fourier representation identifies uniquely signal components in terms of frequency, with no time resolution.

Where only contributions of singular frequency components are of interest, but the phase information is irrelevant, the Fourier representation can be reduced by computing power spectrum (squares of Fourier coefficients for single frequencies), or further by taking sums of squared amplitudes across a defined frequency band (band-specific power). Naturally, the sum of squared amplitudes over all frequencies is identical with the total power of the signal.
These techniques are preferably employed where variations of frequency composition of the EEG over longer recordings are of interest, as for example in sleep research, studies of brain development, pharmaco-EEG and resting states.

Wavelets and Gabor functions

The delta dictionary and Fourier dictionary are two extreme variants of possible signal representations in terms of time and frequency resolution: delta elements preserve the time resolution but provide no frequency domain information, while Fourier representation resolves data into frequency components but provides no localization in time. Consequently, their utility is restricted to special cases where either time or frequency information is of exclusive interest.

In studies of real brains operating in real-world conditions (in particular, cognitive functioning), both aspects of brain electrical activity are of importance. Variations of brain states in time are reflected by variations of spatio-temporal patterns of EEG oscillations, varying over time. For the sake of representation of time-varying, transient oscillatory activities, so-called wavelet dictionaries have been constructed, providing a compromise between time and frequency resolution. A wavelet is a pattern of temporal dynamics of limited temporal duration that can be shifted along the real-time axis (for temporal localization of transient events), and can be compressed or extended in time by a scaling factor. As a result, the amount of the signal represented by the wavelet can be visualized as a function of two variables, time offset and scaling factor, usually in the form of intensity-coded two-dimensional plots (See Figures 7.9 and 7.10)

Obviously, changing the time scale by factor $b$ corresponds to a change of frequency scale by factor $1/b$. A progressive scale change by factors $b = 2, 4, \ldots, 2^n$, results in a rather rough frequency resolution. This is avoided by using dictionaries consisting of so-called Gabor functions, which provide an optimal compromise between uncertainty in time and frequency. Gabor functions are sinewave elements of freely defined frequency, modulated by a
Gaussian envelope; adjusting the envelope width properly, an optimal trade-off between time and frequency resolution can be obtained (Figure 5.5). The output of Gabor transformations can be further post-processed analogous to the Fourier transformation (see above), so that contributions of different frequencies or frequency bands can be traced as a function of time.

**Spatial elements (model topographies)**

The choice of topographies determines how the spatial distribution of the data is described. Contrary to the choice of a dictionary, there are well-established, physics-based models of when and how intracerebral neuronal activity produces potential differences on the scalp and how these potential differences are distributed. These models are called forward models\(^1,2\). Forward models play a crucial role when it comes to arguing whether a chosen set of topographies is physically plausible or not. Topographies that are not compatible with brain electric activity in terms of physics can be identified and conclusions lacking a physical basis can be objectively rejected. Forward models, however, do not help to make a selection among different sets of topographies if all of these sets are in accordance with the forward model, and with the data.

As with dictionaries, the choice of a set of topographies cannot solely be based on a good fit between data and physically plausible topographies. The set of topographies has to meet some further – assumed – objectives. These objectives can either be of statistical nature\(^4,7\), or such that they maximize the fit with some assumed properties of the intracerebral distribution of neural activity\(^8,9\). The usefulness of these objectives is then up to debate, and can eventually be validated based on external evidence.

**Single channels**

In our formalism (Eqn 3), the channel by channel analysis corresponds to representation of EEG data by means of “singular distribution maps,” that is, topographies which have the value 1 at the given electrode position, and zero everywhere else. These topographies are thus spatial analogs of delta elements in a time domain. Physically, such maps are not plausible; even a point source in the brain creates a spatially distributed field that extends over the entire scalp. In general, multiple sources may affect the same electrode so that potentials recorded at that electrode are superpositions of potentials generated by different processes at different intracerebral locations. The often-made assumption that voltage differences at a scalp site indicate differences in activity of the underlying brain tissue lacks a physiological rationale and implies a source model that is not validated and false in the general case. Single-channel analyses may serve to describe global phenomena, but are generally unsuited for conclusions in brain-space unless there is good evidence that the analysis isolates only the processes of interest (i.e. by measuring specific ERP components).

Technically, the signal recorded at one electrode is always the potential difference between the location of the electrode and the location of the reference electrode. The recorded signal thus depends not only on the location of the electrode, as intended, but also on the position of the reference electrode. This is usually undesired and often neglected.

**Spatial factor analysis (PCA, ICA, PLS)**

The common idea of spatial factor analyses is to produce so-called factors that are constituted as a weighted sum of the recorded channels. The weighted sum of electrode potentials for
some factor is called the factor load or factor score, and usually varies with time. In Eqn 3, the weights used to compute the factor scores correspond to the topographies.

The search for the factors aims at the best possible fit of a given data-set, that is, at a minimal residual that is not accounted by the model. Additional criteria such as maximal correlation with an external variable or higher-order independence of factor loads can be optionally applied.

The simplest and most commonly used variant of spatial factor analyses is the principal component analysis (PCA)\(^4,10,11\). The PCA solution has the special property that the first factor accounts for the maximum possible amount of data variance, and each next factor (the 2nd, 3rd, etc.) accounts for the maximum possible residual (i.e. not yet represented) variance. The factors identified by the PCA are always orthogonal, and the time series of factor scores are statistically uncorrelated. The number of factors identified by the PCA is lower than or equal to the number of EEG channels; factors contributing little to the explained variance may be neglected, which usually leads to a considerable dimension reduction. The PCA is useful to identify the main source of variance (the first principal component). Furthermore, the form of the variance distribution across the PCA factors provides information about spatial complexity of the data. (For details, see Chapter 9.)

The PCA can be seen as a special instance of signal de-correlation, that is, the cross-correlations between activities corresponding to separate factors are minimized (in the case of the PCA, in fact cancelled). Cross-correlation, however, is just a linear measure of interdependence between signals; there may still be higher-order relations, for example, quadratic relations. The method to remove these higher-order relations is called independent component analysis (ICA)\(^7\). The objective of the ICA is sometimes illustrated by the so-called “cocktail party problem,” where the task is to decompose a sound recording from a party into contributions of individuals, talking independently of each other. As with the PCA, the ICA produces a weight coefficient for each factor and channel. The number of factors that the ICA extracts is lower than or equal to the number of channels in the data.

The ICA can be very useful if there are good reasons to assume that the biological nature of a factor is such that this factor is likely to be independent from the remaining part of the data. Good examples for such factors are artifacts such as eye-blinks\(^12\), or interictal spikes\(^13,14\). The possibility of decomposing an EEG into a number of statistically independent factors does not, however, necessarily imply that there are indeed a similar number of independent processes in the brain.

Details for the computation of spatial EEG factors have been given elsewhere and software for these analyses is available\(^15\). One important issue to be considered when computing factor analyses is that one should avoid introducing dependencies into the data that contradict the objectives of the factor analysis. Such interdependencies are introduced, for example, by interpolating a channel by the surrounding channels, or by computing the average reference. This problem can be avoided by applying the factor analysis before additional interdependencies are introduced, or by reducing the number of factors to be identified.

Apart from analyses that optimize factors for minimal interdependence, there are methods that attempt to maximize the relation of a factor to be identified with some external variables. These variables often represent the experimental conditions\(^16\). This approach has been called partial least square (PLS) and is mentioned here for completeness; it will be discussed more thoroughly in Chapter 8, on statistics. As with PCA and ICA, the factor loads obtained by PLS are weighted sums of all channels. If more than one external variable is used, the resulting factors are uncorrelated in time and space.
Spatial clusters
In the previous section, the analogy of the “cocktail party problem” was introduced, with all speakers talking independently. The problem solved by the ICA is the identification of each speaker. Let us now introduce a similar analogy pointing to another decomposition of multichannel scalp field data. Assume that all speakers of the party do not talk independently from each other, but interact in a very simple way, where only one speaker talks at the time and the others remain silent.

In Eqn (3), this implies that each word of the dictionary is assigned to a single topography, the coefficient matrix $C$ is such that in each row, all but one element are zero. In other words, we require the matrix $C$ to be sparse$^{17}$. In the case of a delta-function dictionary, where each word of the dictionary corresponds to one moment in time, such a model allows only a single topography to occur at each moment in time.

Mathematically, one has to identify a set of topographies that explain a maximum amount of the variance of the data based on the given dictionary, under the constraint that each word of the dictionary is assigned to only one of these topographies. This problem is typically solved by cluster analysis, where each element of the data is assigned exclusively to one cluster. For the analysis of EEG and ERP data, existing clustering algorithms have been adapted$^{18}$. A question that is of considerable importance when applying cluster analyses is how many clusters shall be identified. Spatial clusters in time and time-frequency-domain EEG and evoked potential data are covered by Chapters 6 and 7.

Topographic component recognition (spatial filters)
Factor analysis and spatial clusters optimize the goodness of fit of the factors with the given data. One may also employ spatial factors obtained by other means, i.e. by an association to a stimulus condition or to another known event. The factor score obtained with such factors can then be taken as a measure for the presence of brain states resembling those associated with the condition or event of interest. This approach has been called topographic component recognition (TCR)$^{19}$ and can be considered as a spatial filter.

For example, in an experimental paradigm called N400, a violation of the subject’s semantic expectancies produces a typical ERP effect around 400 ms after the stimulus called N400. A known N400 topography can thus be used as a topographic model of semantic violation in a new dataset: the more the spatial distribution of the data resembles the N400 topography, the more the brain-state associated with those data resembles a brain-state related to semantic violation. Within a given time window, one can thus construct a biological marker of semantic violation. This marker can then be quantified in various ways, e.g. by total amplitude or peak latency.

Distributed inverse solutions
Information processing in the brain is spatially structured, and different brain functions are often localized in different regions. It is obviously interesting to search for topographies that preferably represent the activity from spatially delimited regions. This non-trivial problem is discussed in Chapter 3. Distributed inverse solutions are mentioned here because they typically contain a matrix of topographies that weight the data such that an estimate of activity at some voxel in the brain is obtained. In Eqn 3, the application of distributed inverse solutions
corresponds to using a set of topographies that are constructed a priori based on a combination of physical and physiological models\textsuperscript{20}.

**Common properties of dictionaries and topographies**

Dictionaries and sets of topographies can be formally studied and discussed in their general aspects, that is, their suitability to represent observed data. Therefore, we refer in the following to dictionaries and sets of topographies as “representation bases.” It is desirable that data of interest can be mathematically expressed as linear combinations of the elements of the representation basis of our choice; i.e. signals can be constructed by superposition of time functions (words of a dictionary), and field distributions can be constructed by superposition of basis topographies. In this sense we speak of completeness of a given representation basis. A basis is complete if any dataset can be represented with respect to the basis with no residual error.

A complementary term to completeness is that of uniqueness. Theoretically, an “abundantly rich” representation basis may be suitable for representation of the same observed data by different combinations of different elements. To avoid ambiguity in data representation – and, consequently, in their interpretation – it is necessary that any dataset can be represented in only one way, thus yielding a unique set of coefficients with respect to the elements of a given basis.

Finally, we aim at a representation of data that is as efficient or “economical” as possible, that is, we wish the representation basis to consist of “no more elements than necessary.” This rather fuzzy expression reflects an important aspect of data representation, namely, the trade-off between the size of the basis on the one hand, and the residual error on the other hand. Experience shows that a representation basis may not be capable of complete coverage of all observable datasets with zero residual, but does so with an acceptable error. To formalize this intuitive notion, we usually express the difference between the representable and the represented data by the residual variance relative to the total data variance. In this sense we may distinguish “incomplete” bases with non-zero but tolerable residual from “complete” bases sensu stricto. (Bases allowing for zero-residual, non-unique representations are sometimes referred to as “overcomplete.” In such a case, additional objectives are needed to obtain a unique solution.)

An often discussed feature of representation bases is orthogonality. Orthogonality is a pair-wise relation: two elements, $e_1$ and $e_2$, of the basis are said to be orthogonal if representations of a dataset with respect to these elements are independent. In other words, eliminating the part of the data that is represented by $e_1$ does not affect the representation of the data by $e_2$, and vice versa. If all elements of a basis are mutually orthogonal, the basis itself is said to be orthogonal. (This intuitive definition should be sufficient for the purpose of the present chapter, as a rigorous definition of orthogonality would require a more advanced mathematical formalism.)

This property gives orthogonal bases their outstanding place among all other bases: since partial representations are independent, the total variance of an observed dataset can be uniquely represented (up to a minimal residual) as a sum of independent contributions of individual basis elements. If the dataset is reconstructed with zero error (complete basis), and the elements are normalized to unit variance, the variance of the representation is equal to the variance of the original data (Parseval’s theorem). Typical examples of orthogonal representation bases are Fourier dictionaries in the time domain, and spatial principal
components in the space domain. Orthogonal bases are thus always unique, but unique bases are not necessarily orthogonal.

The disadvantage of orthogonal bases is that the form of one element of the dictionary imposes constraints to the form of all subsequent elements of the dictionary. While these constraints are mathematically meaningful, they have no physiological significance. Consequently, many orthogonal bases applicable in mathematical physics find only limited or no use in representation of physiological data.

### Combinatorics of data-analytical approaches

Given the different possible spatial and temporal elements, we can now proceed to construct a scheme of all possible combinations (Table 5.1). The following is a brief review of the methods fitting the scheme, and discussion of their specific virtues and drawbacks.

### Single channel maps and delta-element dictionaries (waveshape analysis)

This combination is mentioned only for the sake of completeness. Obviously, this “representation” is identical to the original EEG data. Due to the limitations of the single channel representation discussed above, an unambiguous separation of processes occurring at different sites is often impossible. Furthermore, results obtained with single channels usually depend on the choice of the reference.

<table>
<thead>
<tr>
<th>Delta elements</th>
<th>Sinewave elements</th>
<th>Wavelets and Gabor functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single channels</td>
<td>Single channel time-domain analysis: Peak amplitudes and latencies</td>
<td>Mapping of amplitude: power maps Analysis of phase: coherence</td>
</tr>
<tr>
<td>Spatial factor analysis PCA, ICA, PLS</td>
<td>Spatial PCA, ICA Global descriptors</td>
<td>FFT approximation Global field synchronization</td>
</tr>
<tr>
<td>Spatial clusters</td>
<td>Microstate analysis</td>
<td>Identification of frequency bands based on topographies</td>
</tr>
<tr>
<td>Topographic component recognition</td>
<td>ERP component recognition</td>
<td></td>
</tr>
<tr>
<td>Distributed inverse solutions</td>
<td>Time-domain distributed inverse solutions</td>
<td>Frequency-domain distributed inverse solutions</td>
</tr>
</tbody>
</table>

Table 5.1 Scheme of the different EEG/ERP analysis methods, seen as combinations of specific spatial and temporal elements. Temporal elements are organized column-wise, spatial elements row-wise.
Single channel maps and sinusoidal dictionaries
(power maps and coherence)

Fourier analysis (FFT) carried out separately for each channel results in a set of amplitude coefficients and phases. These are usually summarized in the form of amplitude or power spectra. Extracting the power for a definite frequency (or frequency band) across channels, so-called power maps can be constructed.

FFT power mapping has become the standard analysis of continuous EEG without external events, where the analysis epochs are typically selected randomly in time. It has produced an abundant body of literature in research on development, neurology and psychiatry, sleep, and pharmacology. To analyze data that have been randomly selected in time, the fact that a sinusoid dictionary has no resolution in time is convenient; the elements of the data are grouped by their frequency of oscillation, and not by the time they occur in the data. Since power maps are based on absolute values, they contain no polarity information, which limits the applicability of inverse solutions. Frequency domain inverse solutions typically take into account amplitude and phase of the data, and are not based on amplitude or power alone (see Chapter 3).

Whereas the traditional FFT spectral analysis focuses on amplitude or power, the phase component of the FFT result also contains useful and physiologically meaningful information. The stability of the phase relation between two time series is usually measured by coherence, which quantifies the relative common variance between the two channels separately for each frequency. High coherence between two signals at a given frequency may indicate a coupling between the activities at the two electrodes at that frequency. The fully carried-out frequency analysis yields coherence, on the one hand, and relative phase, on the other hand, as functions of frequency.

Coherence between two channels may be observed when there is functional coupling of two processes, or when a single process affects both channels simultaneously due to volume conduction or reference effects. This is a non-trivial, but insufficiently addressed issue in EEG research. As with single channel time-domain analysis, single channel frequency domain analysis is reference dependent.

Single channel maps and wavelets

Wavelet analysis of EEG and ERP data has become increasingly popular, because it operationalizes the concept of transient oscillations that are assumingly associated with neurocognitive processes. By computing wavelet transformations in the single trials of evoked potential data and averaging the envelopes of the wavelets, it becomes possible to identify oscillatory events that occur before or after a stimulus, but that have a certain jitter in time, which leads to cancellation when the trials are averaged. The cancellation of signals by averaging becomes stronger the higher the frequency of the oscillations and the higher the jitter in time. Since the jitter in time probably increases with post-stimulus time, the frequency of events in typical ERPs decreases with post-stimulus latency. This can be avoided by using wavelet analysis and averaging of wavelet envelopes. The usage of the wavelet envelopes implies similar limitations as using the amplitude or power in frequency analysis: the polarity information of the data is lost, which limits the applicability of inverse solutions; and the results are reference dependent.
Spatial factors and delta-function dictionaries

There is a line of research that has used spatial principal components and independent components to isolate physiologically meaningful components from EEG and ERP data. This works well if there are good reasons to assume that the components of interest are uncorrelated or independent from the remaining part of the data, but this is often difficult to argue. Spatial principal components in time-domain EEG data have also been used to quantify the distribution of variance of EEG data, leading to a measure of spatial synchronization and complexity that is called Omega complexity (see Chapter 9).

Spatial factors and sinusoidal dictionaries

As in time-domain EEG data, spatial principal components can also be used in frequency-domain EEG data to study spatial synchronization and complexity. Since in frequency-domain EEG data, the variance at each frequency is fully determined by the sine and cosine parts of the signals, there are only two spatial principal components per frequency bin. While the first principal component can be used to obtain the principal distribution of variance, the distribution of variance across the two factors is again an index of synchronization. It is called Global Field Synchronization (GFS) and is discussed in more detail in Chapter 7.

Spatial factors and wavelets

If complex Gabor functions have been used to decompose an EEG, the result contains for each frequency and time window a sine and a cosine part. As in frequency-domain analysis it is then possible to compute GFS in time and frequency, yielding an index of global synchronization of brain processes as a function of time and frequency.

Spatial clusters and delta functions (microstates)

When analyzing the change of topography with time in EEG and ERP data, it becomes apparent that these changes are not continuous across time, but that there are extended periods during which there is little change, often separated by brief periods of transition. This is well illustrated by the matrix of spatial correlation (Chapter 6) between all time points of a dataset that usually shows a sequence of delimited time periods during which all maps are highly correlated (Figure 5.6).

During periods where all maps are highly correlated, the brain field topography of the data has thus barely changed and there is little evidence for a change of generators in these time periods, which suggests that the functional state of the brain has remained stable. The
data thus indicate that there is a sequence of states, each state lasting for some period, and not overlapping in time with the other states.

Such a dynamic is well captured by cluster analyses, where each element (in the present case each moment in time) is assigned exclusively to one cluster. Each cluster identified represents the ensemble of generators that have been simultaneously active during the time periods when the cluster has been observed.

The periods of stable topography identified by some criterion of map similarity have been called microstates. In ERP data, they have become useful to identify the latencies of spatially defined components associated with specific steps of information processing. A detailed account of microstate analysis is given in Chapter 6.

Spatial clusters and sinusoidal dictionaries
Taking power maps as signatures for some set of generators oscillating at specific frequencies, one can begin to cluster power maps across frequency according to their similarity, yielding a data-driven identification of frequency bands. Although this argument is reasonable, it has rarely been employed. 27

Spatial clusters and wavelets
When multichannel EEG and ERP data are decomposed using wavelets, each oscillation in the data is accounted for by one or more wavelets that overlap in time and frequency. If several wavelets account for the same events (i.e. for the same generators), they must have had the same spatial distribution across electrodes. Wavelets that account for the same processes can therefore again be identified using spatial clusters: wavelets that are assigned to the same cluster represent the same or a similar process in the brain. Although the methodology to apply spatial clustering to wavelet transformed data is available 28, 29, it has rarely been applied systematically.

Topographic component recognition and delta functions
Topographic component recognition (TCR) in time domain is often used in combination with time domain spatial cluster analysis. The topographies identified by the cluster algorithm are used as templates in the individual ERPs, such that individual microstate on- and offset latencies can be assessed and statistically compared. The TCR methodology will therefore be discussed further in combination with microstate analysis in Chapter 6.

Distributed inverse solutions in time and frequency
For the issue of inverse solutions in time and frequency, we refer to Chapter 3.

Conclusions
A specific choice of method determines what features of the data will be available, within which conceptual framework the results are represented, and which assumptions implied by the chosen method must be critically discussed. The two-dimensional scheme of analysis methods presented here allows the discussion of assumptions made about the temporal dynamics separately from those made about the spatial distribution of the data.

From a historical perspective, it becomes apparent that there is a trend from mathematically simple a-priori dictionaries and topographies towards more complicated dictionaries and topographies that are based on sometimes elaborate statistical or physical models.
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Spatial analysis of the spontaneous EEG
Resting state and neurocognitive networks

A publication entitled "A default mode of brain function" initiated a new way of looking at functional imaging data. In this PET study the authors discussed the often-observed consistent decrease of brain activation in a variety of tasks as compared with the baseline. They suggested that this deactivation is due to a task-induced suspension of a default mode of brain function that is active during rest, i.e. that there exists intrinsic well-organized brain activity during rest in several distinct brain regions. This suggestion led to a large number of imaging studies on the resting state of the brain and to the conclusion that the study of this intrinsic activity is crucial for understanding how the brain works.

The fact that the brain is active during rest has been well known from a variety of EEG recordings for a very long time. Different states of the brain in the sleep–wake continuum are characterized by typical patterns of spontaneous oscillations in different frequency ranges and in different brain regions. Best studied are the evolving states during the different sleep stages, but characteristic EEG oscillation patterns have also been well described during awake periods (see Chapter 1 for details). A highly recommended comprehensive review on the brain’s default state defined by oscillatory electrical brain activities is provided in the recent book by György Buzsáki, showing how these states can be measured by electrophysiological procedures at the global brain level as well as at the local cellular level. Helmut Laufs and colleagues performed several excellent studies where these oscillations in the spontaneous EEG were correlated with the hemodynamic response function measured with fMRI. This was made possible by systems that allow the recording of the EEG within the scanner and sophisticated algorithms that permit the elimination of the gradient and pulse artifact (see Chapter 10 for details). By using such a method Laufs and colleagues showed that the intrinsic default mode networks described by Raichle and others were correlated with EEG power in different frequency bands. Thereby the different EEG frequencies correlated with distinct distributed patterns of fMRI activity that have characteristic response properties. In conclusion the EEG seems to be able to measure these resting states as well as the other imaging procedures, or even better because of the higher temporal resolution that allows the examination of the short-lasting fluctuations of these resting states.

It is clear that the brain is never at rest and that spontaneous mental activities continuously take place, even if they are not all consciously recalled. These spontaneous cognitive
activities or daydreams might at least partially represent the observed resting state activities in the functional imaging studies. It has been repeatedly demonstrated that complex mental activities are mediated by large-scale networks linking groups of neurons in separate cortical areas into functional entities. It is reasonable to assume that these large-scale neuronal networks are not only active during effortful and attentive tasks, but also during spontaneous mental activities, i.e. stimulus-independent conscious thoughts. These large-scale neuronal networks might correspond to the neuronal workspace which is assumed to consist of a distributed set of cortical neurons, which physically integrate the multiple individual local processing neurons and form a discrete spatio-temporal pattern of activity. These authors proposed that this neuronal workspace is the basic representation of conscious mental activities.

However, these large-scale neurocognitive networks have to flexibly and rapidly change depending on the momentary cognitive thought. It is therefore required that they reorganize in different spatial patterns of coordination on a sub-second time scale. Such sub-second changes of network functions cannot be studied with hemodynamic or metabolic functional imaging methods that work in the range of seconds or more, and are not captured by conventional EEG frequency power analysis that integrates the activity over seconds. Much better suited is the spatial analysis of the multichannel EEG because it measures the activity of large-scale neuronal networks at any moment in time with millisecond resolution.

The temporal coordination and the organization of these large-scale neuronal networks that have to grant both stability and plasticity have been widely discussed. The main point of debate is whether cognitive processing occurs through a stream of discrete units or epochs or whether it is characterized as a continuous flow of neuronal activity. There are many arguments that speak in favor of the proposal that neurocognitive networks rather evolve through a sequence of quasi-stable coordination states (for a discussion see Bressler & Tognali). In the neuronal workspace model discussed above, it is proposed that episodes of coherent activity last a certain amount of time and are separated by sharp transitions. Only one such workspace representation is active at any given time. This model adequately fits the observation of functional microstates of the brain that we will explain in the following section (discussed in Changeux & Michel).

**Functional microstates of the brain**

A striking observation when looking at a time series of scalp potential maps of the spontaneous EEG is that the topography of the map configuration does not randomly and continuously change as time elapses. The topography of the electric field and thus the configuration of the potential map remains stable for a certain length of time and then very abruptly changes into a new configuration in which it remains stable again (Figure 6.1). There is no continuous smooth transition from one landscape to the other but there are discrete segments of electrical stability separated by sharp transitions. Within a given period of stable configuration, the strength of the field increases and decreases, but the topography remains stable. This very fundamental observation was first described by Dietrich Lehmann and colleagues. They proposed that these periods of stable electric field configurations reflect particular “steps” or “contents” of information processing, that is, they are the basic building blocks of the content of consciousness: “atoms of thoughts” and gave them the name functional microstates. Thus, the functional microstates, expressed as periods of stable scalp electrical potential topographies, may be viewed as neural implementations of the elementary building blocks of consciousness content.
In other words, the functional microstates are viewed as the electrophysiological correlates of a process of global “conscious” integration at the brain-scale level discussed above (for detailed discussions see Baars\textsuperscript{13}, Fingelkurts\textsuperscript{19}, Changeux & Michel\textsuperscript{20} and John\textsuperscript{24}). A support for this hypothesis was given in a study where subjects were asked to recall spontaneous, conscious experiences after the presentation of a prompt signal\textsuperscript{25}. The reports of the
subjects were classified into imagery and abstract thoughts and it was shown that these two classes of thoughts differed significantly in the topography of the microstates just preceding the prompt, suggesting that the microstates reflect the momentary mental activity well.

The functional microstates of the spontaneous EEG last around 100 ms. A comprehensive analysis of close to 500 subjects between the age of 6 and 80 years revealed that the mean microstate duration is around 80–150 ms, confirming earlier studies with a smaller number of subjects. The duration is somewhat longer in children but stabilizes in adulthood (see Figure 6.2). This duration of around 100 ms again makes them good candidates for the electrophysiological manifestation of these global episodes of conscious experience. It agrees with the observation that sequentially presented stimuli are not perceived as separate when they follow each other within less than 80 ms, and that a stimulus can be successfully masked by another stimulus when presented with a latency of less than 100 ms.

The topographies of the functional microstates are strikingly simple and similar across different studies. Only 4–8 classes of distinct topographies are needed to explain most of the data.

Numerous studies examined the structure of functional microstates in the spontaneous EEG and their influence by age, drugs, pathologies or specific mental conditions. The parameters that were studied were the number of microstates, the duration of microstates and the syntax, i.e. the rules of succession of microstates over time. Patients with schizophrenia showed a reduced number and a shortening of some classes of microstates, that reversed with medication. Depressed patients showed reduced duration and also increased repetition of microstates. The EEG of Alzheimer patients was characterized by decreased duration and increased number of microstates with additional maps with frontal maxima. In healthy subjects, sulpiride, an antipsychotic drug, increased microstate duration, while diazepam, a sedative and anxiolytic drug, changed the topography of the microstates. Katayama et al. demonstrated decreased duration of some microstate classes and increased duration of others during deep hypnosis.

Most interesting is a recent study by Lehmann et al. showing disturbed syntax of the microstate succession in first-episode, medication-naïve schizophrenic patients. It is intriguing to propose that the syntax of microstates is crucial to come up with a meaningful and
coherent “mental plot.” If each microstate represents a certain information-processing step, the sequence, i.e. syntax, of these steps defines the appropriateness of the whole mental process, just as a correct sequence of words is needed to build a proper sentence and several correct sentences to build an understandable story. The study of the syntax of spontaneous functional microstates is in our opinion a most promising tool for understanding human thinking.

Methods used to analyze microstates of the spontaneous EEG

Different methods have been used in the past to define the temporal sequence of microstates of the spontaneous EEG map series. Most of the studies in the 1990s used the map descriptors defined in Chapter 2 to describe the topography of each momentary map, i.e. the location of the negative and positive extreme or the location of the negative and positive centroid in the two- or three-dimensional electrode space. The trajectory of these map descriptors over time were then inspected. By defining certain spatial windows around the descriptors, moments where one of them significantly changed position could be detected and defined as a window border.

Pascual-Marqui and colleagues proposed a statistical approach that is based on the calculation of the global map dissimilarity, i.e. the spatial correlation between maps (see Chapter 2). This parameter was used for performing a cluster-analysis that groups together maps with high spatial correlation and determines for each number of clusters the most representative topographies that best explain the variance in the data. A modified K-means cluster analysis was proposed that includes in a nested iterative way the following steps (see also for detailed explanations).

First, it randomly selects a predefined number of maps from the data as initial prototype maps. Each of these prototype maps is then compared with all the original maps and each time point is labeled as belonging to that prototype map it best correlated with (see the paragraph on spatial correlation in Chapter 2). All maps that were labeled with the same prototype map are then averaged together and form a new (synthetic) prototype map. A global measure of quality of these prototype maps is determined by calculating the global explained variance (GEV). The GEV is the sum of the explained variances (squared spatial correlation) weighted by the global field power at each moment in time. The new synthetic prototype maps are then fitted again to the original data and the map series is relabeled. New average maps are then determined and the GEV is calculated again. The relabeling is repeated until the GEV converges to a limit. Once this is reached, the whole process is repeated with newly selected maps from the data. Out of several hundreds of repetitions, the prototype maps with maximal GEV are kept. Finally, the procedure is redone with increasing numbers of prototype maps. This iterative procedure is illustrated in Figure 6.3. The last question concerns the number of prototype maps that best explain the data. In Pascual-Marqui et al. a cross-validation criteria was proposed that optimizes between GEV and the degrees of freedom. Other criteria for determining the optimal number of clusters can be used (for example the Krzanowski and Lai criterion introduced in Murray et al.).

Several alternative cluster analysis methods are possible to determine the most dominant spatial components in map series, such as agglomerative hierarchical clustering, principal component analysis, independent component analysis, or a mixture of Gaussian algorithms that we will discuss below in the section on single trial analysis. The crucial aspect in the microstate approach is not so much the way the dominant maps are selected, but the assumption that only one spatial map configuration is present at one moment in time, and
Figure 6.3  Example of the identification of two microstate classes using a K-means cluster analysis. The top row shows the data to be analyzed, consisting of 10 EEG maps observed at moments of local maxima of the global field power. From this, two maps are randomly selected as initial microstate maps A and B. In the first run of the analysis, the similarity of all maps of the data to the initial microstate maps is computed using the squared correlation coefficient. Each map of the data is assigned to the best-fitting microstate map, as indicated by the labeled green and yellow circles. Each microstate map is then updated, by computing the first spatial principal component of all the maps that were assigned to this microstate map. The assignment and recomputation of the microstate maps is then repeated (second and third run). This is repeated until no further change in assignment is observed. Since the result might depend on the initial random selection, the entire procedure is repeated several times and the solution with the best overall fit is retained. Modified after Koenig et al. with permission.
that the components do not overlap. This assumption is implemented in the labeling procedure, where each time frame is labeled with only one of the prototype maps, the one it best correlates with.

It is important to note that this one-or-no labeling procedure results in very structured time series, where each prototype map is present during a certain period of time, i.e. that the prototype maps are not randomly distributed in time. This result supports the idea of sequential functional microstates representing distinct functional processes. It is important to note that the functional microstate model by no means implies that only one area in the brain is active at one moment in time and that mental activity is a strictly sequential process. Many different areas can be active during a given microstate and many areas can be common to several states. But all the simultaneously active neuronal populations in the brain together generate one and only one global potential map on the scalp surface at one given moment in time. This global potential map is a manifestation of all simultaneously active brain processes. If two or more such processes are active at the same time and at the same frequency and phase, it is unlikely that they do this independently; it is, on the contrary, quite likely that some defined interaction of these processes will take place. The different interacting processes may therefore be considered as a single meta-process that is represented by a single scalp field topography. The objective that is deduced from this argument is thus that the processes to be isolated do not overlap. Figure 6.4 illustrates the stability of the map topography when two sources are simultaneously active, but not when they are temporally shifted.

There are some particularities when using the cluster analysis for spontaneous EEG as compared with the more common application to evoked potentials (see below). Most important is that polarity of the maps is ignored in the spontaneous EEG. Oscillations in the spontaneous EEG are at least partly due to reciprocal interaction of excitatory and inhibitory neurons in local circuit loops, leading to polarity-oscillating dipole generators that produce fields of both polarities. In fact, maps at successive times of maximal global field power frequently show similar landscape configurations but with reversed polarity. Since we are interested in the change of topography of the field (indicating changes in the configuration of the generators) these polarity oscillations are considered as irrelevant. Formally, polarity is ignored by ignoring the sign of the spatial correlation coefficients (i.e. by squaring them). The map that best represents a cluster of maps is equal to the first principal component of all member maps. The result of microstate segmentation of spontaneous EEG is illustrated in Figure 6.5. It shows that a given microstate can encompass several polarity inverses of maps with otherwise similar topography.

The second particularity when segmenting the spontaneous EEG is the large number of maps as well as the low signal-to-noise ratio, particularly in unfiltered EEG. To overcome these two problems it has been suggested that the data be reduced to the time points of maximal global field power. There are two good reasons to do that: first, maps at maximal GFP have highest signal-to-noise ratio. They represent the maximum of amplitude of the oscillations. Second, the map topographies tend to be stable around maximal GFP and reverse polarity or change topography around the time of minimal GFP. This can also be seen in Figure 6.5. The GFP curve below the EEG traces show that the GFP follows the periodicity of the oscillation. The dissimilarity is inversely correlated with the GFP. It is low during high GFP and has peaks during low GFP. Consequently, the segmentation using the K-means cluster analysis shows segments that remain stable during high GFP and change during low GFP. For the purpose of microstate segmentation of a long period of spontaneous EEG it is therefore reasonable to reduce the data to the GFP peaks as it has been done in the 12 s epoch in Figure 6.1.
**Spatial analysis of evoked potentials**

Averaging of the EEG time-locked to specific external events results in characteristic potential fluctuations with relatively fixed latencies and polarities, called evoked (EP) or event-related (ERP) potentials. Evoked potentials are widely used in cognitive research as well as clinical applications. Many comprehensive textbooks describe the recording techniques, the analysis methods and the applications in clinics\(^{51,52}\), as well as in cognitive research\(^{53,54}\).

---

**Figure 6.4** Model examples illustrating the effects of nonsimultaneous (A) and simultaneous (B) activity in different brain regions on the temporal stability of scalp fields. In both examples, the maps in the upper row show the scalp fields associated with a source in the left occipital cortex over some time, and the maps in the middle row show the scalp fields associated with a source in the left occipital cortex over the same time. The lower row always shows the momentary scalp field maps resulting from both sources; it is always the sum of the scalp fields of the two sources. In the model shown in (A) the activity of the right source peaks before the activity of the left source. The maps resulting from both sources show continuous transitions from a scalp field that is predominated by the right source to a mixture of both sources to a scalp field predominated by the left source. In the model shown in (B), both sources peak at the same time. The maps resulting from both sources are thus always a mixture of both sources, but do not change their configuration over time. The temporal alignment of EEG sources is the assumed mechanism that leads to the observation of microstates in real data. The models have been constructed using the DipoleSimulator software.
Traditionally, ERPs are described in terms of waveform features, i.e. as positive or negative deflections at certain latencies and certain electrode positions, called components. The functional significance of these components has been concluded from their sensitivity to experimental variables such as stimulus features or task demands. Thus, components are traditionally defined by their morphology, scalp distribution and sensitivity to experimental variables. A large variety of components resulted from this definition with labels that referred either to their latency and polarity (e.g. P100), their localization on the scalp (e.g. early left anterior negativity) or their functional significance (e.g. mismatch negativity).

With the development and wider use of multichannel ERP recording systems some of these traditional definitions are challenged. This particularly concerns the morphology of the waveform, since it strongly depends on the position of the recording electrode as well as the position of the reference electrode (see Chapter 2; see also the discussions in Murray et al. and Michel et al.). Also, it is not easy to integrate the fact that other electrodes might show clear “components” at the same latency and that they can also and sometimes even independently be manipulated by the experimental variables. This has led to considerable confusion because components are sometimes defined with the same latency but peaking at different electrodes with opposite polarity. It is possible that these components are indeed generated in two different regions of the brain, but it could also be that they just reflect the opposite poles of the volume-conducted activity of one dipole generator.
In order to avoid these confusions, many experimenters decided to not take into account the full information that is available with the multichannel recordings, but to select only certain “important” electrodes and analyze the amplitudes at certain “expected” latencies that are known to best define the component of interest. While this pre-selection approach allows an easy comparison with existing literature it does not take full advantage of the additional information that multichannel recordings can provide.

The alternative to this rather narrow-minded definition of components as waveform peaks at certain electrodes is to characterize ERPs by a sequence of evoked electric field maps and to define a component as a specific distribution of the electric field at a given moment in time or during a certain time period. The basic support for this approach comes from the biophysical fact that different topographies of the scalp potential field are caused by different configurations of intracranial generators. It is therefore reasonable to assume that different generator configurations reflect at least partly different functional states of the brain. Consequently, differences in map configuration over time or between conditions indicate that different functional processes were activated.

In the following, different methods used to analyze multichannel ERP data are demonstrated and their advantages and limitations are discussed. To this end, the analysis of a real dataset with these methods is illustrated. The data consist of 41-channel recordings in 12 subjects who performed an explicit semantic decision task where pairs of words were sequentially presented on a computer screen and subjects had to decide by button press whether the words were semantically related or not.

**Multichannel waveform analysis**

Based on previous literature it is highly expected that the semantically unrelated words evoke a so-called N400 component in the ERP, a negative deflection on vertex electrodes at around 400 ms. Conventional waveform analysis would check the appearance of the N400 in our data set by comparing the amplitudes between the ERPs of related vs. unrelated words in a time window around 400 ms at central electrode sites. This analysis indeed revealed significantly more negative potentials in this latency window for unrelated as compared with related words over central sites when measured against the average reference (Figure 6.6).

But instead of restricting the analysis to certain electrodes and a certain time window, the amplitude comparison can be extended to all electrodes and all time points. Parametric (t-tests) or nonparametric (randomization test) statistics can thereby be applied. This comprehensive exploratory statistical analysis is illustrated in Figure 6.7A. It confirms the N400 effect by showing a long period of significant amplitude differences around 400 ms. By extending the analysis to all electrodes, it reveals that the effect is significant not only at central sites, but also at other electrodes that were not included in the previous restricted analysis. The extension of the analysis to all time points also reveals an earlier differential response between related and unrelated words at around 120–150 ms that is significant at many electrodes, particularly at electrodes over parietal and central regions. This effect is of course not seen when the analysis is restricted to later time periods. It is also not seen when restricting the analysis to the component peaks, because the difference is actually significant between two components (between the P100 and the N160). Finally, it would disappear when accepting only significant results that last for long time periods, such as the 40 ms proposed by Rossell et al. Indeed these authors also found this early ERP difference between related and unrelated words on the few electrodes that they analyzed, but because the effect did not fit into the time criteria, it was not further investigated.
While this amplitude analysis provides a concise summary of the entire data set, it bears several important limitations. First (as explained in Chapter 2) the analysis completely depends on the reference. Changing the reference will drastically change the results. Second, the large number of statistical tests (41 electrodes × 300 time frames) poses the question of correction for multiple testing. Bonferroni corrections for number of electrodes and time points would be very drastic and would not consider the fact that the data are spatially and temporally highly correlated. A less severe way is to only accept effects that last for a given amount of time. A third problem with the amplitude analysis of all channels is that the observed effects can be due to global amplitude modulations of the same generators, or due to changes in the spatial configuration of the generators, i.e. amplitude and topographic differences cannot be distinguished. One more problem with single channel amplitude tests is that a generator usually makes a positive and a negative pole, depending on the reference. Analysis of variance on the amplitudes, with the electrodes as one factor and the experimental conditions as the other factors, should therefore usually result in conditions by electrode interactions. Main effects are either because only a single pole of the generators making the effect has been looked at, or worse, are due to generators affecting the reference. A final but not less relevant problem concerns the possibility that a latency shift can provide statistical differences, i.e. that the same sequence of processes is activated by the two conditions, but that one is shifted in latency with respect to the other. This can lead to significant differences over time and space.

**Analysis of field strength and topography**

Chapter 2 introduced two important global measures of the electric map that were first proposed by Lehmann and Skrandies: global field power (GFP) and global map dissimilarity (GMD). These global measures can be used to test for differences of field strength and/or field topography of the ERPs between the two conditions at each moment in time. The test of
Figure 6.7 Spatial ERP analysis of a semantic decision experiment. A. Results of t-tests of the amplitudes for each of the 42 electrodes and each time point between the ERPs to semantically related and unrelated words. B. A t-test of the global field power (GFP), indicating periods of significant map strength differences. C. Randomization test between the global map dissimilarities (GMD), revealing periods of significant map topography differences (for all tests: N = 12, P < 0.05 for at least 20 ms). D. Microstate segmentation using K-means clustering. Periods of stable topography are marked under the GFP curves of the two conditions. Same colors indicate same maps. E. Result of the fitting of the maps to the single subjects and testing the difference of map presence between the two conditions. The P100 map between 80–150 ms was present significantly longer in the ERP of related words, and the N400 map between 380–480 ms in the ERPs of unrelated words. The images beside the statistics show the areas of maximum activity estimated by a distributed linear inverse solution (LAURA). F. Statistical parametric mapping in the inverse space for each voxel and each time point. Significantly stronger activation for unrelated words was found at 400–500 ms in the right posterior middle temporal cortex.
GFP differences is straightforward and can be based on parametric (t-test) or nonparametric randomization tests just as for the single channel traces. However, testing topographic differences using the GMD is a little more complicated because the GMD is a single measure of difference between two maps (distance between two vectors representing each map), rather than a separate measure for each condition. Therefore mean and standard error of topography for each condition cannot be calculated. The way to overcome this problem is to perform a nonparametric randomization test based on the GMD values. This is done in the following way (see also Murray et al.44): (1) assigning the maps of the single subject in a randomized fashion to different experimental conditions (i.e. permutations of the data), (2) recalculating the group-average ERPs, and (3) recalculating the resulting GMD value for these “new” group-average ERPs. The number of permutations that can be made with a group-average ERP based on \( n \) participants is \( 2^n \). The GMD value from the actual group-average ERPs is then compared with the values from the empirical distribution to determine the likelihood that the empirical distribution has a value higher than the GMD from the actual group-average ERPs. This procedure is then repeated for each time point. In a within-subject design, the permutation of the maps is done within the subjects, while in a group comparison the permutation is done across subjects. The statistical analyses described here are valid for comparison of two conditions or two groups. Analysis of variance with multiple factors can also be performed on topography comparisons. More detailed explanations on topographic statistical analysis methods are given in Chapter 8.

The results of the GFP and GMD tests for our data example are shown in Figure 6.7B and C. They show that the early effect is due to topographic differences without differences in field strength, while the late effect is due to both differences in topography as well as field strength. This analysis has several advantages as compared with the above waveform tests. First, it is reference-independent, because it is based on the spatial variation of the potential field. Second, GFP and GMD are one-number measures that are based on all electrodes and therefore are less prone to type 1 errors due to multiple testing or type 2 errors due to overcorrection. And third, they can distinguish between differences in topography and thus of the underlying generators, and differences in strength of fields with similar topography.

However, each time point is still tested independently, and thus corrections for multiple testing in time might be needed. Most used is the definition of a time window during which the effect has to remain significant. Also, the last problem described above for the waveform analysis still applies: latency shifts between the two conditions can lead to significant differences in both GFP and GMD. Thus even if this analysis leads to significant GMD effects in both time windows in our example, it does not allow us to conclude whether different neuronal processes were activated by related as compared with unrelated words in these two time periods, or whether latency shifts of the same processes led to these effects.

**Microstate analysis**

We have seen above that EEG map series are typically characterized by sequential periods of stable map topographies separated by short transitions, the so-called functional microstates, and we have proposed that each of these microstates in the ongoing EEG represents a basic building block of information processing. These periods of stable map topographies are even more obvious in the averaged evoked potentials, as demonstrated in numerous studies over the last 15 years.56,44,68. When looking at time series of evoked potential maps it is very obvious that they are characterized by sequential periods of low global
dissimilarity and stable map topographies. During a period of stable topography, map strength (GFP) typically increases and decreases. As for the spontaneous EEG described above, topography changes usually occur during low GFP (this is however not always the case in the ERP). Typically, maps tend to be stable around the prototypical components of the ERPs, but some of the later ERP components are often divided into two or more topographies (see for example Brandeis et al. \textsuperscript{69} for a demonstration of an early and late N400 map).

In light of the above discussion on the meaning of the microstates in the spontaneous EEG, it is proposed that each microstate of the evoked potential represents a certain information processing step that leads from perception to action. While several parallel activations are possible and most likely, there seems to be a certain sequence of information processing, probably related to the integration of the information at different complexity levels. Each integration step lasts a certain period of time, and consequently leads to a period of stable map topography.

Based on this very stable observation of microstates in evoked potential map series, the spatial K-means cluster analysis described above for the spontaneous EEG is also very efficiently applicable to the evoked potentials. The microstate segmentation of the ERPs thereby proposes to define ERP components in terms of the sequentially appearing map topographies instead of the sequentially appearing peaks at certain electrodes. Thus waveform morphology is not a defining attribute of a component any more, only the scalp distribution, i.e. the spatial configuration of the scalp potential field. Since different configurations are caused by different intracranial generator distributions \textsuperscript{58}, the characterization of ERPs as a sequence of spatially distinct maps aims to define the different large-scale neuronal networks that are activated by the incoming information. As for the spontaneous EEG, the microstate analysis of the ERP proposes that each global network is activated during a certain period of time and is then replaced by a new network that remains stable. These different networks can of course have many active areas in common, but the contribution of each of the active areas has changed or some areas are replaced or are not active any more, leading to new map topographies.

The spatial cluster analysis allows us to define the most dominant topographies in a given ERP map series, and the fitting by means of spatial correlation allows us to define when each of these topographies is present in the data \textsuperscript{43,44}. Consequently, the influence of experimental variables on the appearance or disappearances of these topographies, on their temporal sequence, their strength or their duration, can be tested \textsuperscript{70}.

This is illustrated with the data of the semantic priming experiment analyzed above. The K-means cluster analysis was applied simultaneously to the grand mean maps of both conditions. The Krzanowski–Lai criterion \textsuperscript{44} identified seven clusters as being the optimal number of clusters to explain the data, resulting in seven prototype maps. Fitting these maps to the data by means of spatial correlation indicated that all but one of them appeared in both conditions during the same time segments. However, one map only appeared in the ERPs of unrelated words, covering a time period between 380–480 ms. Figure 6.7D shows this segmentation of the ERPs as colored areas under the GFP curve of each condition. Same colors indicate the same prototype maps. The maps of each of these segments are also illustrated. The analysis suggests that the N400 is not due to increased amplitude of the same component, but that it actually represents a unique microstate with a unique topography. It suggests that unrelated words evoke an additional functional microstate, an additional processing step. It is reasonable to assume that this additional processing step leads to the significantly longer reaction time to unrelated as compared with related words.
The initial statistical analysis of all electrodes and time points (Figure 6.7A) as well as the topographic randomization test (Figure 6.7C) revealed a second period of difference between the conditions at around 120–150 ms. The microstate analysis did not indicate that different maps represented this period in the two conditions. However, the display in Figure 6.7D suggests that this early difference is due to a different type of effect, namely that the same microstate with the same map topography is active for a longer period in the ERP to related as compared with unrelated words. The microstate covers the period between the P100 and the N160 component.

Both observed effects of this microstate analysis on the grand mean data need statistical confirmation. One way to do this is to fit the cluster maps determined in the grand mean data to the single ERPs of each subject and each condition and to test whether some of the maps indeed significantly better represent one or the other condition in a given time period. This approach has been introduced as topographic component recognition (TCR) by Brandeis et al., and was initially used to determine the latency of a given component map. Different parameters can be determined by this fitting procedure and can then be statistically tested between the conditions. For example, it can be determined whether a given map explains more of the variance in the ERPs of one condition, whether it is more often present in one condition or whether it covers a different time segment or peaks at different latencies in one rather than the other condition. In designs with multiple conditions, these parameters can be tested using conventional analysis of variance statistics.

In our example, this statistical analysis indeed revealed two significant effects, namely that map number 2 was present significantly longer in the ERPs of related than of unrelated words, and that map number 6 was present longer in the ERPs of unrelated than of related words. This confirms the finding proposed from the grand mean analysis and leads to two distinctly different conclusions: in an early time period between 120 and 150 ms, the related words prolong the activation of the neuronal network that is implicated in visual access to word content, and in a later period, the unrelated words evoke an additional process, probably related to memory retrieval and additional cognitive analysis.

As shown above, the early effect is not seen in an analysis restricted to the peak of the components at given electrodes. In the waveforms (Figure 6.4) this effect is seen by a “wider” component and thus a later beginning of the next component.

Source analysis
The last step of the spatial ERP analysis consists of the estimation of the putative sources of each of the different map topographies. In previous studies this source analysis has been performed at different levels. The first and most direct one is to apply a source localization algorithm to each of the prototype maps that characterize the different functional microstates (see Michel et al. for examples). It has to be noted that the prototype maps are “synthetic” maps that represent the mean of the maps over a certain period. The map does not exist in exactly this topography in the real data and the sources estimated from this map are not necessarily those that were active in the real data. A somewhat more prudent way is to calculate the distributed inverse solution of each subject for the time period where the microstate appeared and then to average the inverse solutions over subjects. The result of this analysis is shown in Figure 6.7E for the two microstates for which the preceding analyses indicated significant differences, i.e. the P100 and the N400 microstates. For the first map this analysis revealed activation in the inferior occipital gyrus (Brodmann area 19), stronger in the right than the left hemisphere. This region has been described as the visual word form area. The
N400 map shows strong bilateral activation in the middle temporal gyrus (Brodmann area 22). These areas have repeatedly been described as prominent sources of the N400 component\textsuperscript{65,74}.

An alternative strategy is to directly perform statistical analysis in the inverse space, i.e. to calculate the distributed inverse solution for each subject, each condition and each time point and statistically compare the source waveforms of each solution point between conditions. This can be done in exactly the same way as for the real recordings of the scalp potentials. However, the solution space usually consists of thousands of “virtual electrodes” and thus the number of tests and the question of correction for multiple testing becomes even more important. One way to circumvent this problem is to only look at certain areas of interest or average the activity in certain regions of interest\textsuperscript{75,76}. In Figure 6.7F such reduction is not done. It shows the result of the statistical comparison of the activity in each voxel at each time point between the two conditions. Only the period around the N400 component revealed voxels with significantly different activity between the two conditions. They were localized in the right middle temporal gyrus. Thus while the N400 component per se shows bilateral activation in this paradigm, a significantly stronger activity for unrelated as compared with related words during this late time period is suggested to be located in the right hemisphere. This is in agreement with a number of studies that have shown activation of right posterior temporal regions during semantic tasks\textsuperscript{65,77–80}. However, this result does not imply that the N400 component is generated in the right posterior temporal lobe. It is the difference between related and nonrelated words in our experimental paradigm that evokes this activation difference. Other paradigms can evoke differences in other areas during the same time period, such as left frontal areas in a sentence-reading paradigm\textsuperscript{81}.

Applications of spatial ERP analysis methods

The spatial analysis strategies described here have been applied to many different ERP studies and have provided new insights into the spatio-temporal dynamics of information processing. Most of the basic topographical analysis methods (such as GFP, GMD, microstate segmentation) have been used for many years\textsuperscript{82–85}. The more statistical approaches and fitting procedures, as well as the source analysis strategies, have been introduced more recently\textsuperscript{44,47,56,68,71}. Most recent applications concerned sensory perceptions and integration\textsuperscript{86–96}, motor functions\textsuperscript{97–99}, attention\textsuperscript{100,101}, memory\textsuperscript{102–104}, language\textsuperscript{59,105–110}, emotion\textsuperscript{111,112}, face recognition\textsuperscript{113,114}, and mental imaging\textsuperscript{70,115–118}.

An important aspect of the analysis strategy (besides the fact that it is based on the whole electrode array) is that it is free from a-priori definition of components (and thus time periods) of interest. Because of this temporal openness, many of the above listed studies revealed very early different activation patterns (even earlier than 100 ms) for relatively complex stimulus features. Such early differential responses were found between novel and repeated faces\textsuperscript{80,119} between semantically related vs. unrelated word pairs\textsuperscript{60} (see also Figure 6.7), between nouns and verbs\textsuperscript{120}, between emotional vs. neutral words\textsuperscript{110}, for visual stimuli paired with an auditory cue\textsuperscript{104}, for visual stimuli located on the same side as a preceding angry face\textsuperscript{111}, for degraded faces\textsuperscript{90}, for repeated images that were previously accompanied by sounds\textsuperscript{104}, and efficient vs. inefficient visual searches\textsuperscript{88}. Similar early differential neuronal responses (as described by different map topographies) were described in the auditory domain\textsuperscript{93,121}. All these studies led to the conclusion that early ERP components can no longer be considered as purely “exogenous” and independent of cognitive demands.
On the contrary, they are already very profoundly modulated by higher cognitive brain functions, supporting the idea of fast top-down mechanisms influencing the visual cortex activity\cite{122-124}; for a review see Michel et al.\cite{60}.

**State-dependent information processing and pre-stimulus baseline**

Event-related potential analysis traditionally assumes that all observed activity is evoked by the stimulus and is constant and similar across repetitions. The activity before the stimulus is considered to be random and irrelevant for stimulus processing. Therefore, most often a pre-stimulus baseline correction is applied, i.e. the EEG after the stimulus is subtracted from the EEG before the stimulus. Thus ERPs are usually averaged difference-waves or difference maps between post- and pre-stimulus activity (see also Chapter 2).

However as discussed above with respect to the spontaneous EEG, the neuronal activity varies in time in the millisecond range and reflects the momentary functional state of the resting brain. There is ample evidence that these fluctuations of the momentary brain states influence the ability to perform any given task and to perceive, process or react to internal or external signals, i.e. that sensory and cognitive processing is highly state-dependent. For example, animal studies have revealed a link between specific patterns of early visual cortex activity at baseline before visual stimulus onset, and the size or latency of the neuronal response to the forthcoming stimulus\cite{125-127}, as well as whether the stimulus reaches awareness\cite{128-130}. In humans, spontaneous fluctuations at pre-stimulus baseline, that occur within areas of the visual network and account for differential behavioral or neuronal responses to identical visual stimuli, have been documented using EEG/MEG\cite{131-136} or fMRI techniques\cite{137,138}. Note that these state-dependent effects are unlikely to be explained by changes in the general alertness level over trials, since the predictive brain activity patterns vary across studies in topography and with the behavioral paradigms, which indicates that activation of different neuronal networks underlies these results. Therefore, the temporal variability of neuronal activity cannot be considered noise, without any functional significance, and cannot be ignored in the exploration of brain function.

As discussed above, the functional microstates of the spontaneous EEG are proposed to represent the momentary mental state of the brain and are thus ideal to determine state-dependent information processing. This has been done in the studies by Lehmann et al.\cite{139} and Kondakor et al.\cite{140,141}. They demonstrated that the morphology and topography of several ERP components to physically identical stimuli are different when averaged separately to different classes of microstates at the moment of stimulus presentation. Microstate analysis was also used by Müller et al.\cite{142} to study illusory multistable motion perception. They found a specific microstate class that was more significantly present before the presentation of the stimulus that was marked as changed motion direction. In addition, the global complexity increased during this pre-stimulus period, indicating an increased number of uncorrelated processes in the brain (see Chapter 9). Together with previous results on spectral changes of the EEG before perceptual changes\cite{143} the authors interpret their findings as indication for micro-fluctuations in vigilance and attention that influence perception.

While these first studies indicated that stimulus processing varies in dependency on the momentary microstate of the brain at stimulus presentation, they did not show that this leads to differences in performance. Two recent studies directly demonstrated such behavioral consequences. In the first study\cite{144} 22 healthy subjects (11 women) performed a bilateral lexical
decision task with very short presentation of emotional and neutral words and nonwords. Previous studies showed a clear recognition advantage for emotional words, an advantage that was particularly important when the words were presented to the left visual field\textsuperscript{110,145}. A 128-channel EEG was continuously recorded while subjects performed this task. The maps at the last GFP peak just before stimulus arrival were determined for each trial and these different maps were classified using the K-means cluster analysis and cross-validation statistics. Twelve different map configurations were identified. These maps were further reduced into two classes based on the location of their maximum and minimum potentials. When comparing the emotional word advantage between trials that were preceded by one against the other map class, it became clear that this advantage was most significant after one class of maps, and this only in men, not in women.

The second study\textsuperscript{146} used this methodological approach to test whether the momentary microstate immediately before stimulus presentation indicates how a physically unique but perceptually ambiguous stimulus will be perceived. The use of such stimuli was inspired by the studies of Müller \textit{et al.}\textsuperscript{142,143} described above; intermittent presentation of a Necker cube was used. An EEG was recorded from 256 channels in 12 subjects. Subjects indicated by button press whether the perception of the cube changed with respect to the previous presentation. K-means cluster analysis of all pre-state maps, and fitting the cluster maps to the individual trials revealed two maps that double dissociated perceptual reversals from perceptual stability. Distributed inverse solutions were calculated for all trials that were labeled with one or the other of these two maps and statistically compared across subjects. This yielded activity confined to a region in the right inferior parietal cortex that was significantly more active before a perceptual reversal. The results of this study are summarized in Figure 6.8.

\textbf{Figure 6.8} Microstate analysis of the 256-channel EEG just before subjects indicated reversal of the perception of a Necker cube, compared with the period before stable perception. Two maps were found that significantly double dissociated the two conditions, both in terms of frequency of occurrence and in global explained variance (GEV). The maps are shown on top. On the bottom the mean of the inverse solutions over subjects for the two conditions are shown (minimum norm). The last row shows the results of statistical parametric mapping. One area in the right inferior posterior cortex was significantly more strongly activated when subjects subsequently indicated perceptual reversal.
In conclusion, the studies described above clearly indicate that the momentary state of the brain just before stimulus presentation defines the fate of the stimulus, both in terms of brain structures that are processing it and in terms of the way the subject responds to it. These results strongly cast doubt on the validity of averaging the EEG over trials and even more on the pre-stimulus baseline correction. They provide strong arguments for the development of methods that allow the analysis of single-trial evoked potentials, discussed in the next section.

**Spatial single-trial ERP analysis**

Instead of averaging the evoked potentials and thereby assuming stationarity of the stimulus response, several approaches have focused on the development of analysis methods for single-trial data\(^{101,147–149}\). Analysis of ERP at single-trial level allows the addressing of a number of important issues. First of all, as discussed above, it allows the investigation of the possibility that different processing strategies are used by the brain, depending on its momentary state. It also allows the study of the effects of learning, vigilance and attention modulation\(^{150–152}\). Second, identifying the evoked components in the single-trial epochs allows the study of possible synchronization mechanisms underlying communication among brain areas for perception, working memory and sensorimotor integration\(^9,153–155\). The fundamental advantages offered by a single-trial analysis have driven several propositions about how to uncover the stimulus-related activity embedded in the ongoing complex EEG.

The most popular (and debated) approach is probably the one based on independent component analysis (ICA)\(^{156,157}\). This technique relies on the hypothesis that brain activity is the result of a superimposition of a number of independent activities weighted by a certain set of spatial coefficients. An ICA can provide an estimation of components in a number less than or equal to the number of electrodes and is in principle able to uncover any independent activities provided that no more than one source has Gaussian distribution. The main success of this technique is in the area of detection and elimination of artifacts in the EEG or MEG, including eye-blink artifacts, cardiac artifacts and muscle activity\(^{158–161}\). An important use of the ICA is in elimination of the cardiac pulse artifact in the EEG recorded in an MRI scanner\(^{162–164}\); see also Chapter 10. Clearly in all these cases the hypothesis of independence between these components from the rest of the brain activity holds very well, and several studies suggest that ICA is the most powerful approach for artifact detection.

However, the use of the ICA to disentangle the various components of brain activity in general is more problematic because the hypothesis of independence is difficult to accept. Indeed, cross-talk between unifocal brain activities and within distributed neural networks is certainly one of the main principles of brain organization, and a fundamental mechanism for generating coherent and functionally integrated mental states\(^{165}\). Nevertheless, ICA has been applied to the concatenated single-trial ERP data with the aim of separating multichannel data into a sum of independent activities\(^{48,49}\). Each of these components is represented by a potential map representing the strength of the volume-conducted component activity at each scalp electrode and the time course of its activity in every single trial. The physiological meaningfulness of these isolated component maps is argued by the resemblance between the scalp map and the projections of a single dipole\(^{49,166,167}\). However, the main limitation of ICA is that it cannot uncover components that are dynamically coupled, a situation that occurs in any parallel process and distributed activity in the brain, and therefore it is likely to be useful only in specific experimental circumstances.
An important argument for the application of ICA has been made with respect to the debate about the evoked and induced activity reflected in the ERP. It has been proposed that the incoming stimulus induces “phase resetting” of ongoing EEG rhythms in each trial and that averaging these phase-coherent rhythms produces the ERP, and that the ICA can identify those components that are responsible for the phase resetting mechanism. Doubts on this phase resetting theory are provided by direct studies of single-trial, intracortical activity in awake, behaving monkeys and calculation of current source density profiles across the different cortical layers. These studies show that an incoming stimulus evokes an additive, neural-population response in each trial and that these stimulus-evoked activities contribute predominantly to the evoked potential.

Numerous other approaches have been developed for single trial analysis. Methods that were used are blind source separation algorithms, differentially variable component analysis, Kalman filter methods, wavelet decomposition and time-frequency based methods. These techniques are typically developed in the context of a brain–computer interface where the goal is classifying online single electrical responses. In all these methods, the single response analysis is mainly based on features of the brain activity in their temporal or frequency domain. Often overlooked is the information conveyed by the spatial characteristic of the overall electric field measured at the scalp.

De Lucia et al. recently proposed a single-trial approach for EEG analysis purely based on the topographic features of the multichannel data. It is founded on the above-discussed fact that the spontaneous EEG and the evoked potentials have a well-defined structure of temporally stable topographies (the microstates) and that these topographic stabilities can be easily identified in the ongoing EEG. This method is based on a similar principle to the microstate analysis, namely that the evoked response activity in the single trials can be modeled as a set of clusters of topographies without explicit assumption on their temporal behavior. However, because of the low signal-to-noise ratio in the single trials, a simple K-means cluster analysis as described above for the averaged evoked potentials will not allow differentiation of the evoked from the spontaneous microstates. De Lucia et al. proposed to model the overall electrical response, including event-related and ongoing activity, as a mixture of Gaussians, i.e. as a set of clusters having Gaussian distribution in an \( N \)-dimensional space, where \( N \) is the number of the electrodes in the montage. The computation needs to be initialized by a K-means algorithm which iteratively improves the estimation of means, covariances and priors of the \( Q \) Gaussians until the likelihood reaches a plateau. For each time point and trial it then provides \( Q \) conditional probabilities that relate the topographies to the clusters. Finally each time point and trial are labeled with the cluster with which they have highest conditional probability. The result of this analysis is illustrated in Figure 6.9.

The analysis showed that without making any assumption about the temporal behavior of the EEG signal, a significant modulation of single responses in comparison to the baseline activity can be uncovered as consistent topographic patterns of activity in time and across trials. The method makes minimal use of a-priori constraints and allows the identification of significant map presence and periods of difference across conditions.

**Spatio-temporal analysis of interictal epileptic activity**

A particular application of the spatio-temporal analysis procedures described above concerns the analysis of epileptiform activity, where the main aim is to localize the primary epileptogenic focus and differentiate it from secondary foci due to propagation. It is well
known that not only seizure activity propagates, but also interictal spike activity\cite{179}. Intracranial recordings have shown that secondary spike foci occur in areas that are well connected by fiber tracts to the primary epileptogenic region\cite{180,181} and can for example include propagations from the mesial to lateral and anterior to posterior temporal lobe\cite{182} as well as from the temporal lobe to orbitofrontal regions\cite{183}. Dipole modeling of scalp EEG spike data has also repeatedly described propagation of interictal activity within and between temporal lobes\cite{184–186}. These very fast propagations within the c. 100–200 ms that a spike-wave complex lasts are one of the main reasons why EEG-linked fMRI for localization of the epileptic focus often reveals several areas of BOLD responses\cite{187,188}. Only in combination with other information can the primary focus be identified based on the fMRI. One of these other methods is electrical neuroimaging with its inherent high temporal resolution\cite{185,189–199}; for a review
see Michel et al.\textsuperscript{67}. However, methods are needed that allow identification of the beginning of epileptic activity.

Lantz et al.\textsuperscript{191} proposed to use the spatial K-means cluster analysis approach described above for microstate segmentation to identify initiation and propagation of interictal activity. In this study, 128-channel interictal activity was recorded in 16 patients suffering from pharmaco-resistant partial epilepsy. All patients had clear MRI lesions and were seizure-free after epilepsy surgery, thus allowing an unambiguous location of the epileptic focus. Several spikes were visually identified in each patient and averaged. Then the spatial K-means cluster analysis described above was applied to periods of \(\pm 60\) ms around the spike peak. The cluster analysis defined the different dominant maps in this period and the time segment during which they appeared. A linear inverse solution method called EPIFOCUS\textsuperscript{190,200} was then applied to each segment map. The inverse solutions were calculated in a solution space defined by each patient’s own MRI, using an anatomically constrained spherical head model (SMAC\textsuperscript{201}). The maximum of the source localization was determined for each segment map and the distance of the maximum to the resected lesion was determined (Figure 6.10). The analysis of all 16 patients revealed that only in eight of the 16 patients was the source within the lesion during the entire rising phase of the spike, including the spike peak. In the remaining cases, source locations were outside the lesion either in the very beginning, or at the later phases of the spike. It is important to note that in five cases the source at the peak of the spike was outside the lesion. Only at around 50\% rising time of the spike were the sources of all patients within the lesion. This confirms earlier reports that the spike peak might include propagated activity\textsuperscript{184} and does not make it the best candidate for epileptic source localization, despite the good signal-to-noise ratio.

Another strategy to define the onset area of interictal activity has been proposed\textsuperscript{194,197}. It is based on statistical nonparametric (randomization) or parametric (t-test) mapping in the source space. LORETA analysis has been used in Zumsteg et al.\textsuperscript{197} and the LAURA algorithm in Sperli et al.\textsuperscript{194}. The method is illustrated with one example in Figure 6.11. First, inverse solutions are calculated for each single spike and each time point around the spike, including a sufficiently long pre-spike period. The activity during this pre-spike period is considered as
baseline. Differences between the activity during the spike and during the baseline are then calculated for each solution point and each time point. This allows the determination of the time point when the first significant activation appears and the location of the solution points that are significant during this first time point. It also allows the study of propagation patterns by looking at subsequent time points and identifying other solution points that become activated during the spike. Confirming the findings discussed above, both studies 194,197 showed that the first significant activity is found during the rising phase of the spike and that these first significantly active solution points identify the epileptic focus very well.

**Conclusion**

This chapter has illustrated the advantages that spatio-temporal analysis of multichannel EEG and ERP provide to study spontaneous, evoked and pathological brain functions. The fact that the temporal progression of brain electric activity can be described as a sequence of microstates with stable map topographies makes it reasonable to consider these microstates as the neurophysiological manifestation of the basic building blocks of spontaneous or...
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Evoked mental functions. The spatial segmentation procedures adapted from pattern recognition algorithms permit researchers to mathematically describe and efficiently differentiate these microstates in time and between experimental conditions. Together with powerful distributed source analysis methods the microstate analysis allows the description of the active large-scale neuronal networks of the brain in the sub-second range.

Concerning the spontaneous EEG, it is challenging to propose that these functional microstates describe the subsequent blocks of conscious global neuronal workspace activity. In the analysis of event-related potentials (averaged or single trials), these microstates are an alternative way to describe the different components that are evoked by the stimuli. In the analysis of clinical electrical activity, such as interictal discharges, microstate analysis allows us to reliably define the location of initial pathological activity and differentiate it from propagated activity.

We also illustrated the possibility of directly performing the temporal analysis in the source space. While it is still more prudent to stay as close as possible to the real recorded data, the potential that source localization procedures offer cannot be neglected. Distributed source localization algorithms are becoming more and more reliable, due to improved and physiologically more plausible source models, better realistic head models and of course much higher numbers of electrodes. It would be most interesting to see applications of the microstate segmentation algorithms in the inverse space and to directly look for temporally stable patterns of distributed large-scale neuronal networks.
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Multichannel frequency and time-frequency analysis

Thomas Koenig and Roberto D. Pascual-Marqui

Introduction and overview

Time series of EEG scalp potential differences typically appear to be composed of oscillations at various frequencies. Although the amplitude and spatial distributions of these oscillations may fluctuate in time, the quantification of these oscillations as a function of frequency and location (i.e. the multichannel spectral analysis of the EEG) is very reproducible within and across subjects and systematically varies depending on a series of physiologically interesting factors. To mention a few examples, EEG spectral analysis has been successfully employed to characterize a subject’s age, state of arousal, the presence of neurological or psychiatric disorders, drugs or task demand as systematic deviations of spectral power from a norm.

In the present chapter, we will outline the possibilities of quantifying EEG oscillations with a special emphasis on those aspects that are specific for multichannel EEG. First, a methodological primer delineates the interdependencies among spectral amplitude, phase and recording montage. In addition, it also delineates what scalp signals we expect from one or several known oscillating sources in the brain. Next, we describe the currently employed analysis strategies: starting from the classic EEG spectral power mapping of measured EEG, we proceed to methods that take into account the relations of amplitude and phase between the different electrodes, which is an essential prerequisite for discussing the results in terms of sources and interactions of brain regions. Finally, we delineate possible methods for custom-tailored quantitative analyses of multichannel EEG oscillations and source localization in the frequency domain.

Electroencephalogram oscillations often are not continuous, but transient. The occurrence, amplitude and spatial distribution of such transient oscillations may vary spontaneously or in a systematic relation to some event. Many of these transient oscillations occur in the sub-second range and are not well accounted for by typical FFT-based analyses. The method of choice to characterize such transient EEG oscillations is the wavelet analysis that decomposes signals into oscillatory components with a limited duration in time. As previously discussed in Chapter 5, we aim at wavelets that have an optimal resolution in time and frequency, whereas frequency is typically defined by sinusoidal oscillations. This objective is optimally met by so-called Gabor functions that are defined as real or complex exponentials (sine and cosine waves) that are modulated by a Gaussian envelope with a defined extent and peak time. This chapter will thus introduce systematically how to obtain meaningful descriptions and quantifiers of multichannel EEG data that have been submitted to a Gabor transformation.
The FFT-based EEG analysis and the EEG analysis using Gabor functions are related: from a computational point of view, the results of a Gabor transformation with a defined Gaussian envelope are equivalent to those of an FFT applied to EEG data that has been amplitude modulated using the same envelope. Although computationally clumsy, this allows us to extend many of the arguments that will be made for FFT-transformed EEG data into Gabor-transformed EEG data. We will thus first introduce a series of arguments and methods that apply to the FFT-transformed data, and then transfer and extend them to Gabor-transformed EEG data.

**Frequency-domain EEG analysis**

**Frequency, amplitude, power and phase of a single channel**

Fourier transformation-based spectral analysis decomposes a signal into a weighted sum of sine and cosine functions with different frequencies and amplitudes. These continuous functions form the “atomic” elements or words of the dictionary of FFT-based spectral analysis.

In Chapter 5, we saw that for a given frequency, the resulting weights of the cosine and sine parts of the signal are the real and imaginary part of a complex exponential and can be represented as a point in a sine–cosine diagram (Figure 7.1).

By converting the Cartesian (XY) coordinates of such a point into polar coordinates, the point becomes represented by a radius and an angle. In polar coordinates, the radius of the point from the coordinate system's origin indicates the amplitude of the signal, and the angle between the vector connecting the point with the origin and the x-axis indicates the phase angle. This phase angle is directly proportional to the latency of the first maximum of the oscillation at the frequency of interest.

How does a change of the reference affect the spectral amplitude and phase at the different electrodes? The reference has by definition no amplitude; it is therefore by definition at the origin of the coordinate system. If several electrodes have been recorded against a common reference, the relation of amplitude and phase between the different electrodes can be visualized by entering the sine and cosine values of several electrodes into the polar plot.

Since the reference coincides by definition with the origin of the coordinate system, changing the reference is equivalent to changing the origin of the coordinate system. In Figure 7.2, the sine and cosine values of three electrodes at 10 Hz have been entered into a common plot. Each of the three electrodes has been used once as reference and is thus at the origin of the coordinate system and the other two channels have been recomputed against that reference. The spectral amplitude and the phase angles of the three signals against the reference are shown below the polar plot (Figure 7.2).
An inspection of Figure 7.2 shows that a change of reference does not affect the phase and amplitude relationships between the electrodes. The gray triangle in the upper graph of Figure 7.2 represents these relationships. By changing the reference, the triangle changes neither in size nor geometry, but only in its position in the coordinate system. The absolute amplitude and phase at the different electrodes (as shown in the lower graph), however, change drastically when another reference is used. The observation that a change of reference changes the absolute phase and amplitude values in frequency-domain EEG, but does not affect the phase and amplitude relationship between the different EEG channels is analogous to the observation that in time-domain EEG data, a change of reference changes the potential values at the electrodes, but does not affect the potential differences between the electrodes. Mathematically, re-referencing in time- and frequency-domain EEG data must be analogous because both the transformation of data between the time domain and the frequency domain and the change of reference are linear operations.

The arguments and conclusions made about the reference in Chapter 2 thus apply equally to frequency-transformed EEG data. This means that:

(1) Spectral amplitudes strongly depend on the choice of reference, as illustrated in Figure 7.2.

(2) It is not possible to prove in general that some point on the scalp or elsewhere is electrically inactive and can therefore be used as the “correct” reference for EEG spectral analysis.

A desirable property of EEG data would be that across the entire head surface, the integral of all real (cosine) values and the integral of all complex (sine) values are always zero\(^9\).
This is, however, not measurable. If a large part of the head has been covered by a sufficiently large number of approximately equally spaced electrodes, it can be approximated by setting the sums of all real and imaginary values to zero. This is equivalent to the computation of the common average reference or to centering the complex plane at the mean of all points. Analyses in frequency-domain EEG data that are based on the relationship of phase and amplitude between channels and not on absolute phase and amplitude are in general reference independent if properly done. This holds also for the computation of frequency-domain inverse solutions.

Amplitude, power and phase of a single intracerebral oscillating source

In Chapter 3, it was shown that the activity of a point source instantaneously produces an electrical potential field that extends across the entire scalp. For a point source with a given position and a given orientation, one can compute a factor by which the activity at the source is multiplied to obtain the potential at a defined scalp position. The distribution of these factors across the scalp is called the lead field of the point source (see Chapter 3). The lead field is always dipolar (i.e. it has an area that has negative potentials and an area that has positive potentials, although these areas may not always be covered by the electrode array), while the amplitude of the potential varies depending on the scalp position and the strength, orientation and position of the point source. The computation of the lead field at the electrode array is called the forward solution (see Chapter 3).

The fact that the signal of a single source at a single electrode is always exactly proportional to the activity of the source itself implies that if only a single source is active, changes in the activity of the source result in exactly simultaneous and proportional changes of the signal at all electrodes.

Assume that we have a single point source that oscillates with some constant frequency and amplitude in the brain. What would the amplitudes and phase angles of the different electrodes look like in the complex plane? The fact that changes in the activity of a source occur simultaneously with the changes in the scalp potential field implies that the oscillations observed on the scalp are locked in time. Two different channels may pick up either the same or the opposite pole of the scalp electric field. Therefore, their oscillations may either be in phase (reach the maximum and minimum at the same moment in time) or in counterphase (while one channel reaches a maximum, the other one reaches a minimum). More precisely, among any pair of electrodes, we may only observe differences of phase angles that are either 0 or 180°. Finally, because for a given source, the amplitude of the scalp potential depends on the scalp position, different electrodes will show oscillations with different amplitudes. On the complex plane, this implies that all electrodes have either the same or the opposite phase angle and must therefore lie on a straight line that crosses the origin (reference) of the plane. The position of an electrode on that line in reference to any other electrode depends on the amplitude differences between the two electrodes and whether they are in phase or in counterphase. The orientation of the line on the complex plane depends only on the phase of the oscillation of the source and is random if the epoch has been selected at a random time interval (Figure 7.3).

Amplitude, power and phase of several intracerebral oscillating sources

As we learned in Chapter 3, EEG scalp fields are additive: when several sources in the brain are simultaneously active, the resulting scalp field is equal to the sum of the scalp fields that each of the sources produces. For a given electrode, this means that the measured signal is the
Figure 7.3 Simulation of an EEG produced by a single, constantly oscillating intracerebral source. A. Oscillation of the source across time. B. Left graph shows the sine–cosine diagram of the oscillation shown in A. The central map in B shows the distribution of the scalp field produced by the assumed source. The resulting EEG potentials are shown in a sine–cosine diagram in B to the right, and as EEG traces in C.

sum of the signals of all active sources weighted by the forward solutions of these sources at the given electrode position. This also holds for frequency-transformed EEG data. If several sources in the brain oscillate at the same frequency, the sine and cosine values obtained by FFT transforming the resulting EEG are the sum of the sine and cosine values resulting from each of the oscillating sources (Figure 7.4).

Amplitude and power of real EEG data
In the case of resting-state EEG, the amplitude of the signals is typically assumed to be of interest, while the phase information is mostly ignored. This is so because the phase of the signals at the electrodes is randomly distributed due to the fact that EEG epochs in resting EEG are selected at random time intervals. (Note that the phase-relationships between electrodes are not random, because they are determined by the configuration and interaction of intracerebral sources.) The method chosen to deal with such data has thus often been the
**Figure 7.4** Simulation with two hypothetical sources oscillating at the same frequency, but with different phase. The left-most column shows the scalp fields produced by the sources and the next column shows the spectral amplitudes expected by the two sources and by the simultaneous activity of both sources. The graphs of the third and fourth columns show the sine–cosine diagrams of the sources and the EEG. Note that the spectral amplitude map obtained by combining both sources (second column, third row) is not the sum of the spectral amplitude maps obtained for each of the two sources.

mapping and comparison of averaged spectral amplitude or power maps. This has been very successful and sensitive for describing i.e. age-related EEG changes, changes related to fluctuating vigilance and sleep, drug-effects, or clinically relevant conditions such as neurological and psychiatric disorders\(^5,10–15\). An example comparing the spectral amplitudes of a patient with Alzheimer’s dementia and a healthy control is shown in Figure 7.5.

Because the phase relationships between electrodes are lost, the spectral amplitudes and power are reference-dependent and inverse solutions to localize the sources cannot be applied. This is a major disadvantage of this method. For a recent discussion of reference effects on spectral power, see Yuvat-Greenberg et al.\(^16\).

**Phase of real EEG data and measures of phase synchronization**

In an ongoing EEG, the phase information at a given frequency and channel may eventually depend on some events, but is random in the classic case where the analysis epochs have been selected at random time intervals. There may nevertheless be strong phase interdependencies between channels and between frequencies. The interdependencies among channels may result from volume conduction and from the spontaneous coupling of brain regions with oscillating electric activity. Since the effects of volume conduction can be assumed to be relatively constant, the coupling among brain regions as a function of the subject’s condition may systematically change the observed phase interdependencies. Quantifying and
Figure 7.5 shows average spectral amplitude maps of a healthy control (upper row) and a patient with Alzheimer’s type dementia (lower row). The patient has higher spectral amplitude across large scalp areas in the delta and theta band, and lower spectral amplitude in the alpha band. This is illustrated by t-maps computed based on the averages and standard deviations over the single epochs of the two subjects.
**Figure 7.6** Alpha-bandpass-filtered EEG from a healthy control subject (upper row) and a patient with Alzheimer’s dementia. The graphs on the left show an overlay of the EEG traces and the global field power of the EEG, while the graphs on the right show the corresponding sine–cosine diagrams. The global field power curve is much more modulated in the control subject, indicating that the moments of maximal signal strength tend to coincide across electrodes. This is not the case in the patient’s EEG. Furthermore, the sine–cosine diagrams show a preferential phase across electrodes for the control subject, but not for the patient.

Comparing phase interdependencies between electrodes is thus a convenient way to measure the strength of coupling of activity between brain regions.

*Figure 7.6* shows two examples of an alpha-bandpass-filtered EEG and its GFP on one side, and the sine–cosine diagram of all electrodes at the alpha frequency on the other side. One EEG is from a healthy control and the other is from a patient with dementia. In the control subject, the cloud of electrode entries in the sine–cosine diagram has an elongated shape, and electrodes showing large amplitudes (distances from the origin) appear to lie more or less on a line crossing the origin. The orientation of the cloud in the sine–cosine diagram is meaningless, because it depends on the randomly chosen onset of the epoch. The relationship among the phase angles of the different electrodes, however, depends on the temporal and spatial relationship between the oscillating generators in the brain. The fact that there is a phase that is predominating across electrodes can theoretically have two interpretations:

1. There is a single source in the brain that accounts for a large proportion of the measured EEG. The phase of the EEG at the different electrodes is thus determined by the phase of this source (as is exemplified in *Figure 7.3* above). The remaining part of the signal is random noise, i.e. noise with random amplitude and random phase that adds a spread to the electrode entries in the sine–cosine diagram in all directions, and thus transforms the initial line of entries into an elongated cloud. The amount of elongation of the cloud would thus depend on the signal-to-noise ratio of the EEG produced by that single source. A large signal-to-noise ratio would produce a more elongated cloud, and a low signal-to-noise ratio would produce a more circular cloud. Such a model is plausible...
when there is good reason to assume one predominant source. Examples for such cases are, for example, pathological conditions such as epilepsy or tumors, or when a specific well-circumscribed brain region is stimulated at a fixed and rather fast frequency such that driving phenomena occur. The model is however unlikely in general cases, where presumably many generators are active simultaneously.

(2) There are several sources active that operate in an approximately phase-locked, zero-delay mode, such that they appear as a single meta-generator that hence produces a common phase across electrodes.

The observation that there is a predominant phase across electrodes is incompatible with the existence of several, similarly visible EEG generators that operate at independent phases. Given that there is a predominant phase across electrodes, and given that it is unlikely that this can be accounted for by a single source, this implies that at the given frequency, the brain electric oscillations visible to EEG synchronize across a major proportion of the active sources¹⁷–¹⁹,²⁰.

The patient with dementia shown in Figure 7.6 has considerably lower amplitudes of the signals, but the signals also appear to have less zero-phase synchronization in time. This becomes clearly apparent in the sine–cosine diagram, where there is little evidence for a common phase across electrodes. One may thus speculate that the changes we observe in EEG are at least partly due to a disorganization of oscillatory neural activity in time, and the reduction of signal amplitude may at least partly be caused by an increased cancellation of signals on the level of the EEG.

The differences observed in the sine–cosine diagram can be quantified on a global level by computing a principal component analysis (PCA) based on the two-dimensional positions of the electrode-entries in the sine–cosine diagram: the sum of the resulting two eigenvalues can be used as a simple indicator of cloud size, or global spectral amplitude. The shape of the cloud can be quantified using the normalized difference between the two eigenvalues. The more the eigenvalue of the first PC exceeds the eigenvalue of the second PC, the more the electrode entries are on a straight line, indicating a common phase across electrodes. If the first and the second eigenvalues are similar, a common phase across electrodes and thus across generators is absent. In order to avoid confounding the comparison of eigenvalues by the global amplitude of the signal, the difference between eigenvalues is normalized (divided) by global amplitude. The normalized difference between the two eigenvalues has been termed Global Field Synchronization (GFS,¹⁸,¹⁹) and is thus defined as follows:

\[
GFS = \left(\frac{|V_1 - V_2|}{(V_1 + V_2)}\right)
\]

Global field synchronization ranges from 0 to 1, where high GFS values indicate the presence of a single, predominant phase over all electrodes, whereas low GFS indicates the absence of such a common phase. Global field synchronization is independent of the total power of the data and of the recording reference. As for the computation of GFP, the distribution of the scalp signals is not taken into account. Global field synchronization is a useful measure of synchronization of brain functions when no clear hypothesis about the distribution of sources of interest exists and yields a single, non-local measure of synchronization of brain functions. An example of results obtained with GFS is shown in Figure 7.7.

The measures of frequency-domain global amplitude and GFS are conceptually and mathematically closely related to the global descriptors introduced in Chapter 9, where global spectral amplitude corresponds to the Sigma descriptor and GFS corresponds to the Omega
Figure 7.7
Alpha-band global field synchronization as function of age in healthy children. There is a strong positive correlation between alpha-band synchronization and age, indicating a progressively increasing degree of synchronization among brain regions.

Averaging of complex frequency-domain EEG data
In the simulations of EEG resulting from one or more oscillating point sources, we have learned that the phase and amplitude relationships among electrodes are entirely determined by the amplitude, location, orientation and phase relationship of the sources that produce the EEG. For many analysis purposes, and especially for the estimation of sources and the analysis of phase relationships of sources, it is therefore vital to preserve this information. On the other hand, we usually assume that the phase of the processes that we analyze is random in relation to the beginning of our analysis period. This is namely the case for the analysis of spontaneous EEG, where we select our analysis periods randomly, and it is also the typical assumption when analyzing event-related oscillations. If we had assumed that some event-related oscillations are phase locked, we would have the standard situation for evoked potentials and could proceed using the standard average ERP analysis strategies of Chapter 6. Our data therefore contain phase differences among electrodes that are relevant for our analysis, and phase information that is constant across all electrodes and presumably random. Due to this random factor, averaging of complex frequency-domain EEG data selected at random intervals would result in the same, usually massive cancellation of signals as in time-domain.

What we therefore need is a representation of frequency-transformed EEG data that contains all the phase and amplitude relationships among electrodes, but is invariant to changes in the random factor.
of phase applied simultaneously to all electrodes. Such a representation is given by the so-called cross-spectral matrix. The cross-spectral matrix is a three-dimensional electrode-by-electrode-by-frequency matrix and corresponds to the variance-covariance matrix in time-domain data. For each pair of electrodes, the matrix contains the cross spectrum of one pair of electrodes. Mathematically, the cross spectrum between a pair of channels at one frequency is defined as the product of the frequency-transformed signal of one channel with the complex conjugate of the frequency-transformed signal of the other channel. This product is again a complex number. When considering the two frequency-transformed signals and their cross spectrum as a two-dimensional vector on the complex plane, the following properties emerge:

1. The length of vector of the cross spectrum in the complex plane is the product of the length of the vectors representing the two signals.
2. The orientation of this vector is equal to the difference of orientations (phases) of the two signals’ vectors. It therefore represents the phase difference between the two signals.
3. The cross spectrum of an electrode with itself is equal to the power of the electrode and has no imaginary part.

The above properties imply that adding the same random phase shift to both signals does not change their cross spectrum; the amplitude of both signals is not affected by the phase shift, and nor therefore by the length of the cross-spectrum vector, and because the orientation of the cross-spectrum vector is the difference of the two signal vectors, rotating both vectors by a constant angle still yields the same difference of orientation and thus the same orientation of the cross-spectrum vector. Cross-spectral matrices therefore only contain the phase differences among electrodes, which is what we assume (a) to be related to physiology and (b) to consist of a relevant and constant signal, and some irrelevant and random noise. Averaging cross-spectral matrices across epochs will thus preserve the constant signal and gradually cancel the random noise.

Average cross-spectral matrices can serve several purposes. First, they can be used to compute frequency-domain inverse solutions, because they represent all the phase and amplitude relationships among all channels completely. Computing inverses based on averaged cross-spectral matrices is equivalent to computing inverse solutions at each time-point and in each epoch, frequency transforming the estimate at each voxel and then averaging across epochs. From a computational point of view, averaging cross-spectral matrices is much more efficient than averaging frequency-transformed inverses, because the estimation of inverse solutions usually results in a massive inflation of data to handle, and it is convenient to do this analysis step as late as possible.

Another application of average cross-spectral matrices is the assessment of the stability of phase differences. If it can be shown that at a given frequency, the phase difference between two processes is nonrandom across a series of repetitions, this suggests these processes are coupled by some mechanism and potentially interact functionally. In order to estimate whether the phase difference between two signals is nonrandom, one can thus compare the mean direction of the cross spectrum of the two signals across repetitions with its variance. This comparison leads to the measure of coherence. Coherence has been applied to resting-state EEG as well as to EEG recorded during tasks where changes of interaction of different brain regions were expected.
The major obstacle for the application of coherence to EEG data is the extraction of suited signals. In Chapter 3, it has been shown that there are strong intrinsic relationships among the signals recorded at different electrodes. These relationships result from the effects of volume conduction and the typically unknown effect of the choice of reference electrode, and depend on the configuration of active sources. For an interpretation of coherence results in terms of changes of functional connectivity of brain regions, it is thus necessary to separate the presumably interacting processes in brain space, which is not a trivial problem. The methods to resolve this problem have included the application of spatial filters, or estimation of local current density based on some inverse solution. The available literature that has employed such techniques is still sparse.

**Frequency-domain source models (single phase and multiple phase)**

Because the additivity of EEG data from different sources also holds in the frequency domain, the principles of source localization and inverse solution can also be applied to frequency-domain data. Distributed inverse solutions can thus be computed that fit a distribution of complex three-dimensional vectors such that their forward solution is compatible with the complex FFT values obtained at the scalp electrodes, and such that they meet some further specific objective of the chosen inverse solution such as sparseness for dipoles, spatial smoothness or some minimal norm for distributed inverse solutions. Therefore, all the possibilities and restrictions of inverse solutions for time-domain data also apply to frequency-domain data, but frequency-domain inverse solutions are initially complex. An example of frequency-domain inverse solutions is given in Figure 7.8.

As pointed out above, the estimation of distributed inverse solutions of large numbers of frequency-domain EEG epochs is much more efficient when average cross-spectral matrices are computed first. For the technical details on the computation of inverse solutions based on cross-spectral matrices, see Frei et al.

There is a special case in frequency-domain inverse solutions where the rules of inverse solutions in time domain do not fully hold: this is the fit of dipoles. As shown above, a single dipole cannot account for phase differences between electrodes. Before fitting single dipoles to frequency-domain EEG data, one has therefore to assure that the data that are fitted have a single common phase, or that dipoles are fitted such that they can account for phase differences. To obtain common phase data suited for a single dipole, a procedure called FFT approximation can be applied that projects all electrodes onto the first principal component of the cloud of electrode entries. Alternatively, one may choose to fit two dipoles that are restricted to have the same position. One of these dipoles is fitted to account for the real part of the data, while the other is fitted to account for the complex part of the data. The position and the resulting three-dimensional complex vector then optimally explain the complex frequency-domain data on the scalp.

**Time-varying oscillations (wavelets)**

**Relationship to frequency-domain analysis**

Applying an FFT to EEG data assumes that the proportion of the data that we are interested in is stationary, i.e. that neither its amplitude nor its variance changes across time. In formal terms, stationarity means that the statistical properties of the data we are interested in are invariant to time shifts. This is typically not the case in EEG if transient oscillations occur.
Figure 7.8 This shows a sample frequency-domain inverse solution of EEG activity of the healthy control and of the patient with Alzheimer’s dementia introduced in Figures 7.5 and 7.6 at 11 Hz. The patient shows the typical reduction of posterior alpha activity. Color coded is a glass-brain view of the spectral amplitude at each voxel on the cortex.

often, either spontaneously or induced by some event. By applying an FFT across the entire analysis period, one obtains an estimate of the average of these oscillations. Information on the variance of these oscillations across time is not available, and it remains open whether the obtained average really represents the typical event or just a mixture of different classes of events.

From this point of view, it may be useful to extend the methodological background provided above to the analysis of time-varying EEG oscillations. This can be achieved by modulating the EEG with some window function prior to applying an FFT. The resulting FFT decomposition is then representative only for that part of the data that has not been suppressed by the window. By systematically shifting the window across the analysis period and computing an FFT after each shift, a time-varying frequency decomposition of the EEG is obtained.

Theoretically, it is equivalent whether the window is applied to the EEG data or the complex exponentials are used to compute the FFT. Computationally, the modulation of the complex exponentials is more efficient. As already introduced in Chapter 5, a window function that is well suited for this type of analysis is the Gaussian function. Complex
Exponentials that are modulated by a Gaussian envelope are called Gabor functions; the analysis of time series based on Gabor functions is called Gabor decomposition. When talking about multi-channel time-frequency decompositions of EEG data, we will thus essentially refer to a Gabor decomposition applied to all EEG channels and using initially complex Gabor functions. Using complex Gabor functions preserves the phase information, which is later important for source estimation and estimates of time-varying synchronization. Applying a Gabor transformation to an EEG channel will answer the question of how to weight each of the Gabor elements such that it represents the maximum possible amount of variance of the data. The obtained weights can be positive or negative and are equivalent to the covariance of the data with the wavelets.

**Display of single-channel time-frequency data**

Applying a time-frequency decomposition to EEG or ERP data will thus tell us with what weight each of the employed wavelets is represented in the data. These weights alone are not very informative, because the information about time and frequency are still in the wavelets. What one would like to see is a representation of the signal’s amplitude as a function of time and frequency.

To obtain the signal’s time-varying amplitude at a given frequency, the weights obtained from the wavelet analysis can be back-transformed using only those wavelets that were constructed based on the frequency of interest. This is sometimes called wavelet layer extraction and is equivalent to applying a bandpass filter. For a complete representation of time-frequency data, this wavelet layer extraction is computed for each of the frequencies used to construct the wavelets.

The resulting two-dimensional time-frequency representations are typically shown using an intensity plot with a horizontal time axis and a vertical frequency axis (Figure 7.9). For the frequency axis, sometimes a logarithmic scale is used, because the frequency resolution decreases with increasing frequency.

Sometimes, one is merely interested in the strength of the signal and wants to disregard the phase of the oscillations. In this case, it can be useful to back-transform the data using the previously obtained weights, but replacing the wavelets by the envelope of the wavelets. The resulting time-frequency decomposition is then always positive and much smoother in time, because it ignores the fast oscillations of the data (Figure 7.10).
Figure 7.10 Time-frequency display of a single-channel resting-state EEG with predominant alpha spindles. The left graph shows a display constructed with the wavelets, where the fast oscillations and polarity reversals are clearly visible. The right graph shows the same data, but the time-frequency display has been based on the envelope of the wavelets. The result is always positive, and the fast oscillations are not represented any more.

**Time-frequency analysis under different models of event-related brain activity**

While the FFT analysis is time-sensitive only in regard to the phase of the oscillations and has no representation of transient fluctuations of the envelope of the signal, time-frequency analysis can represent both the phase of the oscillations and their envelope. Time-frequency decompositions have thus two intrinsic time scales, a fast one that is expressed as frequency and phase of oscillations, and a slow one that expresses the modulation of these oscillations. The different analysis strategies used when applying multichannel time-frequency decompositions to EEG and ERP data can be classified according to their assumptions of randomness of these two time scales. A scheme is shown in Figure 7.11. Note that the phase relationships between electrodes are never random, because they are determined by the forward solution of the active sources. We only tabulate randomness in relation to the external event.

In the remaining part of this section, we will now discuss the four possible combinations of dynamics on these two time scales and provide examples of typical applications (see also Friston et al. 54).

**Envelope and phase are event-locked**

This is the typical assumption made when evoked potentials are computed and analyzed using time-frequency decomposition: the relevant signals are assumed to have phase and envelope locked to the event of interest, and signals not meeting these criteria are considered as noise. Since both phase and envelope are assumed to be locked to the stimulus, no cancellation of the signals of interest should occur during averaging. It also makes no difference whether single trials are first transformed into the time-frequency domain and then averaged, or whether the averaged evoked potential is transformed into the time-frequency domain, because both averaging and the time-frequency transformation are linear operations. Assuming that the noise has a random phase while the signal has a constant phase also implies that the noise should have a zero mean, while the mean of the signal should
Phase is event-related

- Averaged evoked potentials
  - Single wavelets
  - Mean wavelets

- Induced activity
  - Single wavelets
  - Mean wavelets

Phase is unrelated to the event

- Amplitude varying EEG driving
  - Single wavelets
  - Mean wavelets

- Resting-state or background activity
  - Single wavelets
  - Mean wavelets

**Figure 7.11** Scheme of different applications of EEG time-frequency decompositions as function of the decomposition’s sensitivity to fast and slow variations in the data.

be different from zero. In the evoked potential model, it is thus possible to compute signal-to-noise ratios and thus statistics across a series of trials without need of a further baseline condition. Phase and amplitude relationship of the EEG to a stimulus has also received attention to clarify whether and how averaged event-related potentials are related to EEG phase resetting.

**Envelope is event-locked, but phase is random**

This is the model that is typically referred to as induced activity or event-related synchronization (ERS)/event-related desynchronization (ERD). It is assumed that in a well-defined time window before or after an event, some EEG oscillations are enhanced or suppressed, but that the phase of these oscillations is not locked to the event, such that averaging of the signals would lead to a massive cancellation. In order to avoid such a cancellation of signals, one typically averages the envelope and not the signal. However, because the envelope is always positive, mean envelopes will always be larger than zero, whether there was some event-related activity or not. For statistics, it is thus necessary to record a baseline condition that contains no event or some type of control event, such that mean envelope differences between the condition of interest and the baseline condition can be computed. It is thus possible to see an event-related increase of activity, which is often called event-related synchronization (although it is strictly speaking not synchronization), or event-related decrease of activity.
(often called event-related desynchronization). Typical applications of this methodology are for example amplitude changes of the mu and beta rhythms over motor areas before and after a voluntary movement or spectral changes due to the perception of a stimulus\textsuperscript{62–68}, always compared with baseline activity.

**Envelope is random, but phase is event-locked**

If there is a train of stimuli with short interstimulus intervals, one sometimes observes a phenomenon called driving, which means that in the EEG, oscillations appear that have the same frequency as the stimuli, that are locked to the stimulus, but that vary in amplitude. This would correspond to a model where the phase is event-related but the envelope is random. This view is rarely employed and reported here mainly for completeness, but might be worthwhile to be further explored. Given that such a model is correct and that the fluctuations of the envelope are of no interest, one may either compute event-related averages that would yield an approximately stationary mean signal, or equivalently, one may compute an FFT based on epochs that are locked to the stimuli and average the resulting complex numbers.

**Envelope and phase are random**

Random envelope and phase are the typical assumptions in the case of spontaneous EEG, where oscillations at different frequency seem to be present with time-varying amplitudes. Since there is typically no external event that helps to isolate specific EEG events, there are two options to analyze such data: one may either choose to obtain an estimate of the average of the activity at a given frequency, disregarding the phase of the signal, or one may attempt to identify the spontaneously occurring events.

Estimating the average of activity is typically achieved by computing the mean of the absolute spectral amplitude or power after an FFT (EEG power mapping). It is methodologically simple, and has yielded an overwhelming body of very replicable and relevant literature (see above). It is however insensitive to the plausible assumption that there may be several types of oscillations with largely overlapping frequency spectra, but different sources and different functions.

In order to identify and separately quantify spontaneously occurring EEG events, it is necessary to employ methods that employ some pattern learning and recognition algorithms. An overview of these methods is given in the next section.

**Reduction of dimensions in frequency- and time-frequency-domain EEG data**

**Reduction of dimensions in space based on map learning**

Similarly to time- and frequency-domain data, multichannel time-frequency EEG data have an intrinsic redundancy across channels, both because of volume conduction that makes the same intracerebral process visible across a large proportion of all channels, and because several intracerebral sources might synchronize and show similar temporal dynamics. In order to lower the redundancy of the data and to obtain simple, complete and interpretable representations of the data, it is useful to decompose the data into a series of scalp-distributed EEG processes that are plausible candidates to represent functionally distinct intracerebral processes. This problem is very similar to the problem of decomposing time-domain EEG data, and many of the methods and arguments coincide.
How should such a meaningful EEG process be defined? A strong claim for defining criteria to separate different EEG processes can be made regarding delays between electrodes: since volume conduction is instantaneous, a scalp-distributed EEG process that corresponds to a single intracerebral source cannot have any delays between electrodes. Similarly, if several sources are simultaneously active, a scalp-distributed process corresponding to such an assembly of synchronized sources can by definition not produce delays between electrodes. If an EEG process to be identified is supposed to correspond either to a single source or to a synchronized network of sources, it must therefore not contain any delays between electrodes and can thus be accounted for by a real, noncomplex map of scalp potentials.

The argument that a decomposition of frequency- and time-frequency-domain EEG data should be based on noncomplex EEG scalp field distributions is useful, but not sufficient to obtain a unique decomposition, and further plausible objectives need to be introduced. One such objective can be constructed by considering the massive interdependence of intracerebral brain processes. If two or more such processes are active at the same time and at the same frequency and phase, it is unlikely that they do this independently; it is contrarily quite likely that some defined interaction of these processes will take place. The different interacting processes may therefore be considered as a single meta-process that is represented by a single scalp-field topography. The objective deduced from this argument is thus that the processes to be isolated do not overlap, i.e. that in frequency-domain data, they do not occur at the same frequency and phase, and in time-frequency-domain data, they do not occur at the same frequency, time and phase. On the other side, a single process may cover several frequency and time intervals, i.e. several wavelets.

The classic procedure to fit data to such a model is K-means clustering, where each observation is assigned to exactly one of a limited set of classes using a best-fit criterion. In our case, a single observation is the spatial distribution of scalp voltages accounted for by a single, noncomplex wavelet or sinusoidal oscillation. The result is a set of prototypical scalp field configurations, and a weight matrix with the dimensions number of clusters by number of wavelets. This weight matrix contains the contribution of each oscillation to each scalp field configuration. According to the clustering rule, for each oscillation, all but one weights are zero, and the non-zero weights indicate to which scalp-field configuration the oscillation has been assigned and how it needed to be scaled to fit the data.

To obtain a representation of the time-frequency patterns of activity assigned to a single class, the procedure is analogous to the one used to display single-channel activity, but instead of using the weights of a single channel to construct the display, one uses the weights obtained for the class of interest by the cluster analysis. As in the single-channel display, one may choose to base the reconstruction using the wavelets or the envelopes. An example is given in Figure 7.12.

Reduction of dictionary size by dictionary learning

Dictionaries used for time-frequency analysis are typically over-complete, and a single event may be accounted for by a combination of more than one wavelet of the dictionary. If one aims at a one-to-one correspondence between oscillatory events in the data and words in the dictionary, adaptive dictionary learning algorithms have to be employed. These algorithms typically optimize the features of a single wavelet (i.e. the frequency and phase of the oscillation and the latency and extent of the envelope) for a maximal fit to the data. All variance of the data that can be explained by the optimally fitting wavelet is then removed from the data and a next wavelet is fitted. The fitting and removal steps are repeated until a predefined
stop criterion is met, for example until a certain amount of the total variance is explained. For EEG specific analyses, the goodness-of-fit criterion can be extended to include the well-known interdependencies of multichannel EEG into the optimization of the wavelets to be employed. An example is given in Figure 7.13.

**Conclusions**

This chapter has shown that many of the basic considerations that have to be made when analyzing time-domain data also hold when the data are transformed into frequency- and time-frequency-domain data. It is important to take into account that the instantaneousity of the effects of intracerebral activity on the measured scalp potentials implies that in frequency-domain EEG data, potentials generated by the same source or by synchronized sources must have the same or opposite phase angle. By considering the phase relationships among all
Cluster 1 explained 21.45% of the model’s variance (15 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 2 explained 15.73% of the model’s variance (13 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 3 explained 14.52% of the model’s variance (8 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 4 explained 12.66% of the model’s variance (15 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 5 explained 10.83% of the model’s variance (16 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 6 explained 9.78% of the model’s variance (15 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 7 explained 9.57% of the model’s variance (12 Atoms, 1 truncated with frequency above 25 Hz)

Cluster 8 explained 5.46% of the model’s variance (6 Atoms, 1 truncated with frequency above 25 Hz)

Figure 7.13 Result of a multichannel matching pursuit decomposition of a resting-state EEG. The left panels show the intensity plots in the time-frequency plane of the Gabor functions obtained by optimizing their parameters for an optimal fit with the data. White areas indicate low, red values indicate high values of energy. The plots are overlaid by the corresponding representative waveforms. The left panels show the corresponding topographies obtained by clustering the spatial distributions of the weights of each of the fitted Gabor functions. (Reprinted from Studes et al.71 with permission from Elsevier).

channels, it is then possible to construct frequency-domain inverse solutions and apply measures of phase-locking of neural generators. When multichannel time-frequency decompositions are applied, more than one type of oscillation can be accounted for, and methods similar to time-domain microstate analysis can be employed to identify a limited set of classes of EEG oscillations with a defined spatial distribution. Multichannel time-frequency analyses
may thus be the methods of choice to link the well-known observations made in time-domain event-related potential analyses and the equally well-known frequency-domain signatures of different modes of information processing in the brain.

References


Chapter 7 – Multichannel frequency and time-frequency analysis


Introduction

High density spatial and temporal sampling of EEG data enhances the quality of results of electrophysiological experiments\textsuperscript{1–3}. Because EEG sources typically produce widespread electric fields (see Chapter 3) and operate at frequencies well below the sampling rate, increasing the number of electrodes and time samples will not necessarily increase the number of observed processes, but mainly increase the accuracy of the representation of these processes. This is namely the case when inverse solutions are computed.

As a consequence, increasing the sampling in space and time increases the redundancy of the data (in space, because electrodes are correlated due to volume conduction, and time, because neighboring time points are correlated), while the degrees of freedom of the data change only little. This has to be taken into account when statistical inferences are to be made from the data. However, in many ERP studies, the intrinsic correlation structure of the data has been disregarded. Often, some electrodes or groups of electrodes are a priori selected as the analysis entity and considered as repeated (within subject) measures that are analyzed using standard univariate statistics. The increased spatial resolution obtained with more electrodes is thus poorly represented by the resulting statistics. In addition, the assumptions made (e.g. in terms of what constitutes a repeated measure) are not supported by what we know about the properties of EEG data.

From the point of view of physics (see Chapter 3), the natural “atomic” analysis entity of EEG and ERP data is the scalp electric field. It represents the potential differences that a single generator or a set of simultaneously active generators produce on the scalp. (One can maintain this point of view even for statistics based on inverse solution, where the “atomic” entity is the activity of a voxel: because each voxel has a well-defined forward solution that is a scalp electric field, thinking in terms of voxels is initially equivalent to thinking in terms of scalp fields.)

Since on the scalp, the effects of intracerebral generators simply add up, one can also use additive models for statistical inference. For example, differences in active sources in two experimental conditions are directly reflected as the difference field between the scalp fields evoked by those two conditions\textsuperscript{4,5}. The sources of the difference maps are thus identical to the differences of sources, although this might be difficult to show in praxis because the differences may be small and below the resolution of the currently available inverse solutions. Nevertheless, it is legitimate to use differences of scalp fields between conditions as representatives of sources differences between conditions.
In order to establish the statistical significance of experimental effects observed in scalp electric fields, standard multivariate statistical approaches such as MANOVAs may be applied. To compute a MANOVA, it is however necessary to have more observations than variables (electrodes), which is not a realistic option in experiments with large numbers of electrodes. Another approach to these problems that has become increasingly popular in the field of multichannel EEG analyses is the usage of multivariate randomization statistics.

Randomization statistics are computationally expensive, but require very few assumptions, have a high statistical power and allow the construction of custom-tailored tests for specific questions of interest. In this chapter, we will first give a general introduction and a “toy” example of randomization statistics. Then, while we analyze an ERP dataset, we will gradually introduce a series of randomization tests that are conceptually derived from specific properties of ERP data. This analysis will include tests for the existence of a consistent topography across subjects, tests for scalp field differences in a multifactorial design, partial least squares, tests for correlations of the ERP data with a continuous behavioral variable, tests for the significance of the duration of effects across time and tests for the significance of differences of microstate assignment. The aim is to outline the possible strategies that are available to address the typical questions that arise during the analysis of ERP data, and to stimulate the reader’s creativity when a novel problem arises. The analysis of the data will not be exhaustive, because that is not the intention of this chapter.

Basic principles of randomization statistics and a “toy” example

As with most statistics, randomization statistics are tests of plausibility of the so-called null hypothesis. The null hypothesis postulates that the variance in the data is unrelated to some assumed structure in the data. The aim of a statistical test is to estimate the probability of the null hypothesis. If this probability is sufficiently low, the null hypothesis is rejected, and the alternative hypothesis is adopted, i.e. one assumes that the variance of the data is probably related to the assumed structure and says that the assumed structure has a significant effect in the data.

This general procedure thus requires two steps. First, test-statistics have to be introduced that measure to what extent the variance of the data is related to the assumed structure. In other words, the test-statistics yield some magnitude of the effect (the so-called effect size) of the assumed structure in the data. In a second step, it is estimated how likely it is that the observed effect size has been observed by chance. Classical statistics base the second step upon the theoretical distribution of the effect size under the null hypothesis, which implies that such a theoretical distribution exists and can be estimated.

Randomization statistics construct the distribution of the effect size under the null hypothesis by systematically destroying (randomizing) the assumed structure in the data and recomputing the effect size. The randomized data are thus one instance of a set of observations that one could have made under the null hypothesis, and the effect size obtained from randomized data is by definition one instance of an effect size obtained under the null hypothesis. By repeating the randomization of the data and the computation of the effect size in the randomized data many times, one obtains an empirical distribution of the effect size that is by definition compatible with the null hypothesis. The observed effect size obtained in the actually observed data is then compared to the empirical distribution of the effect size under the null hypothesis. This gives us the likelihood that the observed effect size has been
obtained while the null hypothesis was true. If this likelihood is sufficiently low, we adopt the alternative hypothesis and say that the assumed structure has a significant effect on the data.

For those who are not so familiar with such explanations, here is a “toy” example to illustrate the two approaches. There is a saying that “Fortune favors fools,” which has a rather pictorial correspondence in German, in which people say that “The most stupid farmer harvests the biggest potatoes.” In order to put this hypothesis to a test, we can ask the most stupid farmer we can find to bring a bag of his potatoes, and ask a farmer with average IQ to do the same. As outlined above, we have to choose test statistics that quantify to what degree the potatoes of the fool are larger than those of the farmer with normal intelligence. We could, for example, choose the test statistics to be the mean volume of all potatoes in the bag. Let us assume that the mean volume of the potatoes of the fool is actually larger than that of his colleague. In classical statistics, we would proceed to find the theoretical distribution of potato volume, based on the sample of potatoes we have in the two bags. We could for example claim that potato volume has a normal Gaussian distribution and estimate the width of this normal distribution based on the variance of potato volume in the two bags. Knowing the mean volume difference of the potatoes of the two farmers, and having a theoretical model of how potato volume is distributed, one can determine (based on the assumed normal distribution) how likely it is that the difference in potato volume has been observed by chance. (In this case, this would result in an unpaired t-test.) If this is sufficiently unlikely, we reject the hypothesis that the difference has been obtained by chance and argue that we have found evidence in favor of the saying. If the difference in potato size is likely to have been observed by chance, we conclude that we failed to find evidence to support the hypothesis, and that it might have to be abandoned.

In randomization statistics, the first step of the procedure is the same; we establish the test-statistics to compare the potatoes of the two farmers. As above, we can choose to use the difference of mean potato volume, which we will call observed difference. Now the second step of the analysis is different from classical statistics: in order to judge whether the obtained difference in mean potato volume was due to the foolishness of one of the farmers or due to chance, we artificially produce differences in mean potato volume that are due only by chance, and are therefore instances of the null hypothesis. In our example, we take all the potatoes of both farmers, mix them up, redistribute them randomly into their two bags, and re-measure the difference of mean potato volume of the two bags. We will again obtain a difference in mean volume, and we know that this difference is now only due to chance. If the observed effect size (difference of mean potato volume obtained before the randomization) is similar to the effect size we have obtained after mixing, this might suggest that the observed effect size could also have been obtained by chance.

In order to know more precisely how likely it is that the observed effect size is due to chance, a single randomization is not enough, and we have to repeat the randomization and re-measuring procedure many times. This gives us a collection (distribution) of effect sizes obtained under the null hypothesis, i.e. under the assumption that there is no effect of IQ on potato size. Once we have this collection of randomly generated effect sizes, we can estimate the probability that the observed effect size was due to chance. This probability is defined as the number of random effect sizes that are larger than or equal to the observed effect size, divided by the total number of randomizations. In our case, if we had randomly redistributed the potatoes 100 times, and we had obtained random effect sizes larger than or equal to the observed effect size in 43 cases, the probability that the observed effect size is compatible with
the null hypothesis is 43%, which is large. We would thus typically accept the null hypothesis and conclude that the alternative hypothesis (i.e. the saying) lacks statistical evidence.

The above example illustrates that randomization statistics are conceptually very simple, intuitive, require very little theory, but in exchange a lot of re-measuring. It has been shown that randomization statistics perform in general equally well as (have a similar statistical power to reject the null hypothesis when it is actually false) parametric statistics if the conditions that apply for using parametric statistics are met. They tend to perform better (have higher statistical power) when those conditions are not met. In order to obtain reliable results with randomization, it has been suggested that at least 1000 randomization runs are computed if the critical threshold of the $P$-value is at 5% and 5000 randomizations if the critical $P$-value is at 1%. This computational effort has been a major obstacle for a widespread application of randomization statistics, but is becoming less and less an obstacle with the rapidly increasing computation power of affordable personal computers.

Applications for scalp field data

The sample data

The data that we will submit to a series of statistical randomization tests here consist of ERPs of 10 healthy subjects recorded by Stein et al. The subjects were English-speaking exchange students living in Switzerland for one year, and they naturally learned some German during this time. The subjects were recorded twice, once at the beginning of their stay (day 1), when they had a basic German language proficiency, and in the middle of their stay (day 2), when their German language proficiency had improved. The subjects performed a so-called N400 experiment, where German sentences were visually presented word by word. The sentences ended either with a congruent word (The wheel is ROUND), or with an incongruent word (The garden is SHY). It is well known that the violation of the semantic expectancy generated by the first part of the sentence (“The garden is”) produces an ERP component in the last word (“shy”) called N400 that is proportional to the degree of violation of the semantic expectancy of the subject.

The data presented here consist of four ERPs per subject; counting the correct sentence endings at day 1, the false sentence endings at day 1, and the correct and false sentence endings at day 2. The ERPs were recorded from 74 scalp locations with a 250 Hz sampling rate, lasted from stimulus onset to 1000 ms post-stimulus and were low-pass filtered at 8 Hz. The grand mean ERP maps of the four conditions are shown in Figure 8.1. Besides the ERP data, all subjects had performed language tests at day 1 and day 2, and an overall score of language proficiency increase from day 1 to day 2 was available.

Overview of the analyses

In the following analyses, we will address the following questions with randomization statistics:

- **Definition of the analysis window.** We want to know during which time intervals there is evidence that across subjects at least partially similar generators were active. Since similar generators imply similar topographies, we will test, for each time point of the ERP, whether there is a consistent topography across subjects. The null hypothesis that needs to be tested is thus whether the mean topography across subjects may have been observed by chance.

- **Test for topographic differences between conditions across time.** We would like to know whether parts of the ERPs’ differences between conditions are due to the design of the
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*Figure 8.1* Grand mean ERP scalp field map series of the four conditions used for the analysis.
experiment, i.e. due to the effect of presenting correct or false sentence endings, due to the
effect of recording the ERPs at day 1 or day 2, or due to an interaction of both factors. The
null hypothesis here is that these differences have been obtained by chance. We will apply
this test moment for moment, and address the problem of multiple testing over time in the
next step.

- **Test for the frequency and duration of significant effects.** Given that the previous analysis
  yielded time periods with significant topographic differences between conditions, is the
  number of significant time points and the duration of these significant periods larger than
  what we could expect by chance? The null hypothesis is thus that the number and duration
  of significant effects are compatible with results obtained in randomized data.

- **Partial least squares.** Can we identify factors in the data that are associated with the design
  of the experiment? How are these factors distributed across time, electrodes and condi-
tions, and how likely is it that we may have observed factors with similar magnitude by
  chance?

- **Test for correlations with language proficiency increase.** We would like to know whether
  some of the inter-individual variance in the recorded ERPs can be explained by the variance
  in language proficiency increase. The null hypothesis is thus that the ERP variance that can
  be explained by the proficiency increase may have been observed by chance.

- **Test for differences in microstate assignment across conditions.** Given that a microstate anal-
  ysis of the grand-mean data suggests that there are differences of microstate assignment
  between conditions, how likely is it that these differences could have occurred by chance?

Since the aim of this chapter is to outline the possible statistical tests that can be used for
the analysis of multichannel ERP data and not a complete exploration of a dataset, we will
not perform all tests necessary for a full understanding of the data, but merely demonstrate
how such tests can be applied and what their results imply.

**Testing the topography consistency across subjects**

A test for consistency of topography across subjects can be based upon the following argu-
ments: The GFP of a grand mean ERP across subjects at one moment in time depends on the
GFP of the individual ERPs and on the consistency of the topography over subjects in a very
simple way: if the GFP of the grand mean across subjects is considerably lower than the mean
GFP across subjects, this indicates that there is a relatively high variance of the topography
across subjects and that some of the individual signals cancel during the averaging. On the
other side, if the GFP of the grand mean is only slightly lower than the average of the individ-
ual GFP values, this indicates that there is little cancellation due to variance across subjects,
and that the individual topographies are therefore similar. We can thus use the GFP of the
grand mean as our measure of effect size.

In order to test whether the observed effect size (the GFP of the grand mean) may also
have been observed by chance, we have to destroy the assumed structure of the data, i.e.
the spatial configuration of the field that is assumed to be consistent across subjects. This
is achieved by shuffling the measured potentials across electrodes in each individual ERP
map. This preserves the GFP values of the individual ERPs, but destroys the topographic
consistency across subjects. The null hypothesis is thus that the GFP of the grand mean before
shuffling is about equally large as after shuffling. We can reject the null hypothesis of no
consistent ERP topography across subjects if we can show that the GFP of the grand mean
ERP is consistently larger when the channels are in the correct order opposed to when they are in randomized order. More precisely, the probability of the null hypothesis is defined as the number of randomization runs yielding a GFP larger than or equal to the GFP obtained with the correct channel order.

As an algorithm, the procedure looks as follows.

For a given time point:

1. Compute the grand mean across subjects.
2. Compute the GFP of the grand mean.
3. Separately for each subject, randomly shuffle the measurements across channels.
4. Compute the grand mean using the randomly shuffled data of the individuals.
5. Compute the GFP of the randomized grand mean and retain it as one instance of the GFP under the null hypothesis.
6. Repeat steps 3–5 a sufficient number of times (5000).
7. Compute the percentage of cases where the GFP obtained after randomization is equal to or larger than the GFP obtained in the observed data. This is the probability of the null hypothesis.

The results of the moment by moment test of map consistency are shown in Figure 8.2. It is apparent that from the beginning of stimulus onset on, there is evidence for activation...
common across subjects lasting until the end of the analysis period, with interruptions between 600 ms and 800 ms. It is also evident that the significance level of the test is inversely related to the GFP of the ERP. This is to some degree trivial, because the GFP of the grand mean is the measure of effect size that we have been testing against the assumption of randomness. We will use the information obtained here when we apply microstate clustering, excluding time periods from the analysis where we have no evidence for a consistent topography.

**Comparison of map differences between conditions**

In order to explain randomization tests for topographical differences, we will first outline the simplest case of just comparing two conditions\(^{13,20}\). We will then continue to develop a general scheme that allows testing for effects between several conditions and interactions between several factors. Tests for comparisons of map differences between conditions have previously been called TANOVA (topographic analysis of variance\(^{13,21}\)).

The procedure to compare two conditions is as follows: first, the scalp field maps are averaged separately for both conditions and the difference map is computed, yielding two condition-wise grand-mean maps. The GFP of this difference map indicates the strength of the difference and will serve as our measure of effect size. Note that if we normalize the two condition-wise grand-mean maps, the GFP of the difference map is the global map dissimilarity described in Chapter 2. Next, samples of the effect size under the null hypothesis are constructed: we shuffle the individual ERPs randomly between the two conditions (either within subject, for paired designs, or across subjects, for unpaired designs). Then we recompute the grand means of the two conditions and compute the GFP of the difference map between the two grand means again. The GFP of the difference maps obtained after randomizing is thus one instance of the GFP compatible with the null hypothesis. In order to estimate how likely it is that the observed GFP of the difference map is compatible with the null hypothesis, the computation of GFP values under the null hypothesis is repeated many times. The probability that the observed GFP difference was obtained by chance is then defined as the percentage of observations where this GFP was smaller than or equal to the GFP of the randomly obtained difference maps\(^{13,20}\).

Such a test can be applied moment by moment, or on maps averaged across a time period. In the present example, we could employ this test to compare the conditions of interest, e.g. we could ask whether and when there are differences between the processing of the correct sentence endings between day 1 and day 2, or we could ask whether the difference between correct and false sentence endings is different between day 1 and day 2. However, having only paired tests at hand makes it complicated to understand more complex designs, because the number of tests to compute and interpret increases rapidly.

So if the design contains more than two conditions, but we would like to start with a single test across all conditions, we need a test statistic that is more general than the GFP of the difference map. Such a test statistic can be obtained by the variance of the condition-wise grand-mean maps after the grand-mean map across all conditions has been subtracted\(^{21}\). We will call maps obtained after subtraction of a mean map residual maps. If all conditions look similar, they also are very similar to the grand mean across all conditions; the residual maps have thus low amplitudes and the variance of the residual maps is small. If the conditions are very different, the grand mean across conditions will only have low amplitudes and the sum of the GFP of the residual maps will be large. We will thus define a general effect size measure.
for topographic differences as follows:

\[
s = \sum_{i=1}^{c} \left( \frac{\sum_{j=1}^{n} (\bar{v}_{ij} - \bar{v}_j)^2}{n} \right)
\]

(1)

Where \(c\) is the number of conditions, \(n\) is the number of electrodes, \(\bar{v}_{ij}\) is the grand mean across subjects of the voltage of condition \(i\) at electrode \(j\), and \(\bar{v}_j\) is the grand mean across subjects and conditions of the voltage at electrode \(j\), and all data are against the average reference. (Note that this general formulation includes the case with only two conditions, where the GFP of the difference map has been used to assess the effect size as a special case.) We will call this measure “generalized dissimilarity.” With this general measure of effect size, we can now proceed to test for significance in the same way as we did in the case with two conditions.

As an algorithm, this looks like this:

1. Compute the grand mean across all conditions.
2. Subtract this grand mean across all conditions from the ERPs of all subjects and all conditions/groups to obtain the individual residual maps.
3. For a within-subject factor, compute the grand means of the residual maps for each condition; for a between-group factor, compute the grand means of the residual maps for each group.
4. Compute the observed effect size as the generalized dissimilarity based on the condition- or group-wise grand means.
5. For a within-subject factor, randomly shuffle the residual maps across conditions in each subject, for a between-group factor, randomly shuffle the residual maps across the groups.
6. Recompute the condition- or group-wise grand means of the residual maps after randomization.
7. Use these grand means to compute and retain an instance of the effect size under the null hypothesis as was done for the observed data in step (4).
8. Repeat steps (5) to (7) a sufficient number of times (5000).
9. Compute the percentage of cases where the effect size obtained after randomization is equal to or larger than the effect size obtained in the observed data. This is the probability of the null hypothesis.

In our case, we could use this procedure to test, at a given time instance, whether or not the ERPs of the four conditions are significantly different. A significant result would however be of limited use, because we know that presenting correct and false sentence endings makes consistent ERP differences, so given that the test turns out to be significant, we still would not know whether there is an effect of correctness of sentence endings or of recording day, which is what we are interested in. As in classic ANOVAs, it would be convenient to test the data (a) for an effect of recording day, disregarding whether the sentences were correct or false (main effect of day), (b) for the effect of presenting correct or false sentence endings, independent of the recording day (main effect of correctness), and (c) of the interaction of the two, i.e. effects that depend both on the day of recording and the correctness of the sentence ending and that cannot be explained by the main effects alone (interaction of day and correctness).
In order to address these types of question, we can employ a sequential approach, where we compute the effect size of one factor (e.g. of recording day), remove this effect from the data under test by subtraction, proceed to test the effect of the following factor (e.g. the effect of sentence ending correctness), remove the effect of this factor, and continue this way until we have assessed the effect size of all factors of interest. In order to assess the effect of an interaction of two factors, the effect size is assessed using all possible combinations of the factors as conditions. If the design of the experiment is such that the factors are orthogonal (which is usually the case) this procedure is independent of the sequence of factors to be assessed, as long as the assessments of the main effects precede the assessment of interactions.

The algorithm to perform such an analysis is thus an extension of the algorithm described above:

1. Compute the grand mean across all conditions.
2. Subtract this grand mean across all conditions from the ERPs of all subjects and all conditions/groups to obtain the individual residual maps.
3. For each factor of interest
   a. Compute the grand means of the residual maps for each group or condition.
   b. Compute the observed effect size of the factor.
   c. Remove the grand means of the residual maps obtained in a. from the individual data.
4. In the data obtained in (2) randomly shuffle the residual maps across conditions within each subject, and across groups if there are any.
5. Apply the procedure of step (3) to the randomized data, and retain the obtained effect sizes as instances of effect sizes obtained under the null hypothesis.
6. Repeat step (4) and (5) a sufficient number of times (5000).
7. Compute the percentage of cases where the effect sizes obtained after randomization were equal to or larger than the effect size obtained in the observed data. These are the probabilities of the null hypotheses of the different factors.

The results of the time-point by time-point analysis of our data with the main, two-level factor day (day 1 vs. day 2), the main, two-level factor correctness (correct vs. false sentence endings), and the four-level interaction (with all four combinations of the two main factors) are shown in Figure 8.3.

Test for the frequency and duration of effects of the design

The results shown in Figure 8.3 are useful to show at what time periods it is reasonable to continue to compare specific conditions, but there is still a problem of multiple testing, such that there is not yet proper statistical evidence; some of the significant results may simply have occurred because we computed 750 tests. On the other hand, a Bonferroni correction with a factor of 750 is likely to be overly conservative, because many of the tests may have measured the same effect, such that a correction factor of 750 is too large. In order to solve this issue, we can continue to analyze the results of the randomization statistics computed above. For a global statement about the significance of the results shown in Figure 8.3, we can ask how likely it is that we have obtained the number of significant results shown in
Figure 8.3 by chance, and we can ask how likely it is that we have obtained continuous periods of significance for an equal or longer time than in our observed data by chance.

The information on the count and duration of significant results under the null hypothesis is contained in the collection of observed and randomly obtained effect sizes obtained in the analysis that yielded Figure 8.3. In order to obtain one instance of the count of results significant at a particular $P$-level and under the null hypothesis, we pretend that the first randomization run has actually been our observed data, and compute for each time point a “pseudo-significance” i.e. the percentage of all other effect sizes that were larger than or equal to the effect size of the first randomization run. (We call it pseudo-significance because it is by definition part of the null hypothesis.) We can then count the number of pseudo-significant results at a significance level (e.g. 5%), and we can also record how long each period of pseudo-significance was. By doing this for all randomization runs, we obtain, for a chosen significance level, the distribution of the number of pseudo-significant results under the null hypothesis, and we obtain the distribution of the duration of pseudo-significant results under the null hypothesis. Once we have these distributions, we can ask how often we had observed an equal or larger number of pseudo-significant results compared with the number of significant results in our initial tests. Furthermore, we can ask how often we observed pseudo-significant results that were equally long or longer than the duration of significant effects in our initial tests.

Figure 8.4 shows the histogram of the duration of the count of pseudo-significant results of the two main effects and the interaction. The three graphs look very similar and peak at a value of around 12.5, which is the theoretically expected number because we would expect 5% of all 250 tests in the histogram to be pseudo-significant at a $P$-level of 5%. Now for the effect of day, we have actually observed 35 time points with significant results, which is by far larger than any of the counts obtained by randomization. The probability that we would obtain 35 significant time points by chance is thus, with 5000 randomization runs, smaller than 1/5000,
or 0.0002. The same holds for the effect of correctness, where we counted significant effects at 160 time points. However, for the interaction, we have counted only 15 time points with significance, and there were 1387 randomization runs that yielded equal or larger counts. Dividing 1387 by 5000 gives 0.277, such that we have to accept the null hypothesis that we have not observed more significant effects than we would have expected by chance in the analysis of the interaction of day and correctness.

Before we stop looking at the interaction, let us have a look at the duration of the effect. In the randomization runs, 99% of all periods of pseudo-significance lasted between 4 and 8 ms (one or two time points). The shortest duration of significance in the observed data was however 24 ms (or 6 time points). From that point of view, we can reject the null hypothesis that significant effects of the observed duration have occurred by chance.

### Post-hoc tests

The randomization tests that we have employed above have used global measures of effect size that subsume effects across an often large amount of data by a single effect-size measure. This has the important advantage that we can reduce the number of tests that we perform and can effectively avoid correcting our statistical results for multiple testing. The disadvantage of global measures is of course that rejecting a null hypothesis based on such an unspecific measure of effect size merely informs us that there is a difference, but is uninformative about the distribution of the difference. Given that we have been able to reject the null hypothesis, the typical procedure is thus to make further post-hoc tests, and use the results of these post-hoc tests as indices of the distribution of signal-to-noise ratios rather than as statistical evidence in the strict sense; this evidence is already given by the global tests and does not need replication. In the current example, we have chosen to compute electrode-by-electrode t-tests of mean maps across particular time intervals, comparing conditions of interest during time periods where the global test was significant.

Because there was a main effect of day in an early time interval we have computed the mean voltages across the time interval of interest and across both conditions and compared these mean maps across subjects with electrode-wise paired t-tests. The result is shown in Figure 8.5.

Furthermore, because there was an interaction of recording day and correctness in a late time period, we have computed t-maps displaying the effects of recording day separately for correct and false sentence endings, the effect of correctness separately for day 1 and day 2, and a t-map comparing the difference of day 2 and day 1 in the correct condition with the difference of day 2 and day 1 in the false condition. The results are shown in Figure 8.6. An inspection of Figure 8.6 suggests that responses to false sentence endings change little from day 1 to day 2, while there is a change for the correct sentence endings. This change

---

**Figure 8.4** Number of observations (vertical axis) as a function of count of pseudo-significant results (horizontal-axis) for the effect of day (left), correctness (center) and the interaction (right).
looks very similar to and therefore is also likely to account for the interaction that we have observed.

**Partial least squares**

In the above sections, we have begun our analysis with tests that worked across all electrodes at once, but were applied time-instant by time-instant. We then explored the data further by using electrode-by-electrode t-tests. We may also choose to take a step in the other direction, and ask whether we can identify factors in our data that extend across time and electrodes and relate to the design of the experiment. A well-described method to identify such factors is called partial least squares (PLS)\(^{11,22}\). Partial least squares is based on a data matrix that typically contains measurements across all subjects, conditions, time points and electrodes, and a design matrix, that contains the design of the experiment. These matrices are matrix-multiplied, such that a single covariance matrix is obtained that contains information on how the entire design is represented in the entire data. This covariance matrix is then decomposed into a set of factors, or so-called latent variables, using a
singular-value-decomposition (SVD). (SVD is a frequently used factorization scheme.) Each of these latent variables contains three elements:

- The so-called electrode saliencies, containing information on how the voltage measurements accounted for by the latent variable are distributed across the scalp and across time. Having applied a SVD to extract the latent variables implies that electrode saliencies of the different latent variables are by definition orthogonal (uncorrelated).

- The design saliencies, containing information on how the measurements accounted for by the latent variable are distributed across the different conditions. Having applied a SVD to extract the latent variables implies that the design saliencies of the different latent variables are by definition orthogonal (uncorrelated).

- The singular values, containing information on how much variance is explained by each latent variable.

The test for statistical significance of the resulting latent variable is again based on randomization. As a measure of effect size, singular values are being used, because they directly indicate the amount of variance explained by each latent variable. The aim is thus to obtain samples of singular values under the null hypothesis, which is achieved by random permutations of the design matrix for each subject, and recomputing the PLS. The significance of each latent variable is defined by the number of cases where the singular value of the latent variable obtained after randomization was larger than or equal to the singular value obtained with the correct design. For details on the computation of PLS in ERP data, we refer to Lobaugh et al.\textsuperscript{11}, where a useful link to a Matlab implementation of PLS is given. For a discussion on orthogonality, we refer to Chapter 5.

In order to demonstrate the method, we have submitted the data already analyzed above to an analysis with PLS. The randomization test indicated that the first two of the obtained latent variables were significant ($P < 0.0002$ for the latent variable 1, and $P < 0.016$ for the latent variable 2, with 5000 randomizations). Further tests estimated the standard error of the electrode saliencies of the latent variables for all channels and electrodes (see Lobaugh et al.\textsuperscript{11} for a detailed description) in order to obtain an index of the time intervals at which the electrode saliencies of the latent variables were different from 0. We show the results of our PLS analysis in Figures 8.7 and 8.8.

The results indicate that PLS identified a first latent variable that is clearly associated with the correctness of the sentence endings, because the design saliencies for the false and correct conditions are opposed and differ little between day 1 and day 2. The latency range where there is a good signal-to-noise ratio in the electrode saliencies is in the N400 time range and largely coincident with the time range where we had observed a significant effect of correctness in the TANOVA. The second latent variable reflects differences between day 1 and day 2, mostly in the correct, but to a lesser degree also in the false condition. The time interval where there is a good signal-to-noise ratio in the electrode saliencies covers both an early time window, where we had previously observed a main effect of recording day, and a late effect, where we had observed the interaction. The topographic distribution of the electrode saliencies of the latent variable 2 looks similar to the post-hoc t-maps of the TANOVA main effect of day in the early time interval, and to the post-hoc t-maps of the TANOVA interaction in the late time interval. It therefore appears that the second latent variable is a mixture of the main effect of day and the interaction observed in the TANOVA.
Test for correlations with language proficiency increase

So far, we have treated our data as if all subjects just had learned German. However, when looking at the change of language proficiency from day 1 to day 2, we note that there are considerable differences between subjects. We will now investigate whether the ERPs at day 1 have a predictive value for the increase of language proficiency from day 1 to day 2. For this purpose, we employ a method called TANCOVA\(^{10}\), that allows us to obtain ERP correlates of an external predictor and test these correlates for significance. The rationale of the TANCOVA is that because ERP fields are additive, the existence of a source that is active proportionally to an external variable results in a single topography that is added to the ERP, proportionally to the external variable. In order to retrieve the topography that is proportional to the external variable, we can compute, across subjects, the covariance of the external variable with the potentials at each electrode. (This is the same idea as using PLS, and it can be shown that the TANCOVA is a special case of PLS.) The obtained covariance map represents the map corresponding to the generators that activate proportionally to the external variable. Similar to the tests performed above, the GFP of this covariance map is a convenient and reference independent measure of effect size. In order to obtain the significance of an observed effect size, we can repeatedly shuffle the individual ERP topographies among subjects, and recompute the GFP of the covariance maps obtained after randomization. The significance of our effect is then again determined by the proportion of randomly obtained effect sizes that are larger than or equal to the effect size observed. Figure 8.9 shows the result of computing moment-by-moment TANCOVAs of the ERPs with the increase of language proficiency. It turns out that the ERP of the correct condition at day 1 is most capable of predicting the students’ learning success.
Figure 8.8  Spatial distribution of the two latent variables across time.
Randomization tests on microstate assignment

For a further understanding of the data, we have continued to apply a microstate clustering on the grand means of the four conditions. The results, employing 10 clusters and disregarding time periods with inconsistent topography across subjects, are shown in Figure 8.10.

As expected, we observe different microstate classes in our grand-mean ERPs depending on the correctness of the sentence ending and recording day. How can we test whether the microstate assignment is significantly different between two conditions? One possibility is to use the fitting tests described in Chapter 6. Alternatively, one can again use randomization tests. In the following, we will outline how such randomization tests for microstate assignments may be constructed. As above, we will employ a two-step procedure: first, we will apply a single, global test to find out whether there is evidence that somewhere in the data there are differences in microstate assignment between conditions that are unlikely to have occurred by chance. Given that this is the case, we proceed to more specific tests to obtain statistically sound interpretations.

A simple and global measure of effect size for microstate assignment is the count of time points where the microstate assignment was not identical across the grand means of the different conditions. As before, the observed effect size is first computed based on the actual grand-mean ERPs of the different conditions. In order to obtain samples of our measure of effect size under the null hypothesis, we randomly exchange the ERPs of the different conditions within subjects and average each condition across subjects to obtain grand mean ERPs of the different conditions under the null hypothesis. A random sample of our measure of effect size is then obtained by making a microstate assignment to the random-condition grand means and counting the time points where this assignment was not identical across conditions. Note that the same procedure can also be used for group comparisons, but in this case, the randomization has to be a random reassignment of the ERPs to the different groups. The significance of our test is given by the count of randomly obtained effect sizes that are larger than or equal to the observed effect size.

In order to adapt the above procedure to test more specific hypotheses, we can easily modify the measure of effect size to fit our specific needs. We can, for example, define the effect size as the onset-latency difference of a specific microstate class within a specific analysis window (i.e., the time difference between the moments a microstate class is observed for the first time in the analysis window), which yields a test for microstate latency differences. Alternatively, we can count the number of time points a specific microstate class has been observed in a time interval and use the difference of this count between two conditions as a
measure of effect size. This allows us to test whether the occurrence of the specific microstate class is associated with a particular condition. Once the measure of effect size has been set, we can apply the same randomization procedure as above.

In our example, we have computed four global tests, comparing the ERPs of day 1 with day 2, separately for the correct and false sentence endings, and comparing correct and false sentence endings separately for days 1 and 2. These global tests were significant \((P < 0.05)\) for the comparisons between correct and false sentence endings on both days, and for the comparison of days 1 and 2 using the correct sentence endings, but not the false sentence endings. As one example of a post-hoc test, we have tested, on the ERPs of day 2, the observation that microstate class 1 is apparently associated with the false, but not the correct condition (see Figure 8.10). As a measure of effect size, we therefore compared the number of time points microstate class 1 was observed in the correct and the false condition, in a time window from 256 to 500 ms. The observed effect size was 35 time points (140 ms), and 52 out of 5000 randomization runs yielded random effect sizes that were equal or larger. The probability of the null hypothesis is therefore 1%, and we conclude that there is significant evidence that microstate class 1 is associated with the processing of false sentence endings on day 2. We might continue to test for other discrepancies at other time periods and conditions,

**Figure 8.10** Comparison of the microstate assignment of the four conditions. The vertical axis indicates GFP (in \(\mu V\)), the horizontal axis indicates time (in ms), the colors code the different microstate classes. The \(P\)-values indicate the significance of the global test for differences in microstate assignment.
but since the aim of this chapter is to outline the possible solutions to EEG-specific statistical questions, we omit an exhaustive analysis of the data here.

**Concluding remarks**

All of the above statistics have been based on scalp measurements and not on voxel-based inverse solutions. This does not imply that this is necessarily the best choice. We have chosen to demonstrate statistics at the level of electrodes, because this is described and discussed less extensively than voxel-based statistics, and the problem is smaller in terms of the amount of numbers to include and results to display. The statistics used for voxel-based inverse solution are essentially those that are commonly used in other voxel-based neuroimaging methods such as PET and fMRI, and there is an abundant amount of literature and software for this purpose.  

Electrode- and voxel-based analyses have a conceptual difference that needs to be taken into account when choosing, discussing and comparing statistical results. Electrode-based comparisons emphasize features of the data different from comparisons based on voxel-wise inverse solutions, and make different assumptions: the scalp-potentials differences observed at the level of electrodes reflect both differences of source localization and source orientation, while source orientation is typically not considered in voxel-wise statistics of inverse solutions. Although this is rarely discussed, source orientation seems to be a very robust feature of ERP data: whenever we compute an average evoked potential by averaging scalp potentials, we assume not only that the amplitudes of the sources that make the evoked potential are constant, but their orientations are too. The interpretation of orientation differences remains unclear, however. On one hand, it is not possible for neurons to change orientation. A change of source orientation therefore necessarily implies that different neurons have been active, which is something that we typically want to show. However, unless elaborate individual head models are used, it is often not possible to translate changes of source orientation into chances of source location, such that the interpretation of orientation differences often remains elusive. Furthermore, the scalp field changes induced by a change of orientation are often more drastic than changes of source position, such that our measures of scalp field differences are overemphasizing changes of sources that include changes of source orientation.

On the other hand, statistics based on inverse solutions obviously depend on the correctness of the assumptions of the inverse model, for example that there is a good signal-to-noise ratio, that the real (and unknown) current density distribution is compatible with the distribution assumed by the model, and that the real current density distribution is part of the solution space of the inverse solution. Because we do not know the real current density distribution, it is often difficult to argue whether the data complies with the assumptions.

We thus have the choice of (a) using the scalp data for statistics, which requires very few assumptions, but probably overemphasizes orientation and does not directly localize, or (b) using inverse solution, which typically relies heavily on assumptions, and usually ignores orientation. For an in-depth analysis of a given dataset, it is probably optimal to explore both possibilities before coming to a conclusion.

Another choice that needs to be made when doing statistics is whether or not to use normalization. Normalization at the level of electrodes means that all voltages of a scalp field are divided by the GFP (or some equivalent) before being analyzed further. On the voxel level, normalization means that the voxel-wise current density estimates are divided by the overall
current density. Using normalization before doing statistical tests changes the interpretation of the results: if an effect is mainly observed because similar generators have different amplitudes, tests done without normalization will eventually become significant, while a normalization of the data before statistics will eliminate these differences, such that nonsignificant results are obtained. Tests computed without prior normalization will thus test for differences of source orientation, distribution and strength, while normalizing the data before statistics will yield tests that are sensitive only to differences in source orientation and or distribution. Tests done with normalized data are thus typically complemented by tests of global amplitude such as GFP.

The advantage of using normalization is that one obtains a clear separation of effects of source distribution and/or orientation from effects of source amplitude, which may facilitate and sharpen the interpretation of the data. The disadvantage of normalization is that maps with little amplitude and often low signal-to-noise ratios are magnified, which leads to an inflation of noise. As with the issue of whether one should use electrode-based or voxel-based statistics, we think that the choice often depends on the various (and often unknown) features of the data and their interaction with the hypotheses under investigation, such that general recommendations cannot be made.

Statistics on experimental neurophysiological data may be done on the individual level or on a group level (as in the examples given in this chapter). If individual statistical results are available from several subjects, they can be combined to yield second-level group statistics. Such types of analyses are called hierarchical. If randomization tests are being employed in hierarchical analyses, it is important to consider how the data are organized and how the randomization is done, because this affects the generalizability of the results. It is thus important to consider whether the independent variables of the design are equal for all subjects (so-called fixed effects) or have an assumingly continuous distribution in the general population (so-called random effect). For a detailed discussion on this issue, see Friston et al. 2005.
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Chapter 8 – Statistical analysis of multichannel scalp field data


The methods introduced in this chapter aim at a comprehensive assessment of the brain’s functional state via a small number of “global” quantitative descriptors. Unlike the approaches presented in the preceding chapters, the objective of the global approach is not a mapping of the brain’s functions within the real (physical) three-dimensional space, but rather a mapping of the variety of the brain’s functional states into an abstract (mathematical) multidimensional space. Nevertheless, the global methodology shares with the other methods the focus on the spatial configuration of brain electrical fields, is closely related to microstate analysis, and as such belongs in the context of functional brain topography and electrical neuroimaging.

The state space representation

The notion of state space

The state, or temporary condition, of a given system is characterized by observations, usually in the form of measurements. For example, the weather situation at a given place and time may be assessed by measuring the temperature $\theta$, the relative humidity $h$ and the air pressure $p$. A convenient representation of the momentary state, which is characterized by three quantities, is a single point within a three-dimensional state space, located at coordinates $(\theta, h, p)$. The state space representation is useful in many cases because it gives an overview over all possible states of the system at once. Moreover, the evolution of the state over time appears as a movement within this space, or, disregarding time measure, as a path consisting of successive state points, the state space trajectory.

Depending on the kind and number of measured quantities used, the state of the same system may be characterized in a variety of ways, including different degrees of detail. Concerning the relation between two state descriptions, such that states of one description correspond to extended areas within the second state space, one may speak of macro- and microstates, respectively. Note that such a difference in detail generally also leads to different relevant time scales, because less precisely defined states tend to persist over longer periods of time. For example, a fair weather period lasts for days up to weeks, while exact temperature measurements reveal changes on the time scale of minutes.

In the case of a spatially extended system, its state may be assessed using multiple measurements of the same quantity, taken at different places within the system simultaneously;
for example, the air temperature measured in three cities (Figure 9.1A). A triplet of temperatures \((\theta_A, \theta_B, \theta_C)\) gives a snapshot of the weather situation in the region, or, its “momentary thermometric state.” These measurements can be seen as separately characterizing the situation at different places, in which case they may be graphically presented on a topographic map of that region. Or the combined measurements \(\theta \equiv (\theta_A, \theta_B, \theta_C)\) may be conceived as defining the state of the entire extended system, which again can be represented as a single point within a state space (Figure 9.1B).

Continuously evolving quantities can practically only be measured at a certain number \(N\) of time instants \(t_n\) (where \(n = 0, 1, \ldots, N - 1\)), that is, “sampled” in time, thus yielding a “time series,” a sequence of measurements of the same quantity. Usually a constant sampling step \(\Delta t\) is used, such that \(t_n = n \Delta t\). In the following we will use the term “trajectory” for the continuous path as well as for the series of samples. Where the temporal order of measurements does not play a role, we simply refer to the set of points in the state space as a “data cloud.”

These concepts directly apply to the assessment of brain electrical activity via multichannel electroencephalography (EEG), which is a time series \(u_n \equiv u(t_n)\) of \(m\)-tuples \(u \equiv (u_1, \ldots, u_m)\), consisting of voltages measured at \(m\) spatially distributed loci – for example, electrodes displaced on the scalp surface, or elements of an intracranial electrode grid. (In the following \(m\) always denotes the number of EEG channels.) Equivalently, we may consider each \(m\)-tuple as coordinates of a point in an \(m\)-dimensional space \(\mathbb{R}^m\); individual points of this state space indicate instantaneous electrical field distributions, which characterize the momentary brain state. Later we will go on to introduce the lower-dimensional state space of global descriptors \((\Sigma, \Phi, \Omega)\) as a comprehensive characterization of the current brain state; these quantities will be defined based on the properties of short sections of the trajectory in the EEG state space.

It is sometimes said that we “construct” the state space trajectory from EEG data, but this phrase is somewhat misleading. In the present approach, we assume that the state space trajectory is generated by the system under study, i.e. it is given; the EEG data result from the observation of the system. The spatial distribution of the measurement loci (EEG electrodes) determines one particular choice of the coordinate system; hence the emphasis on properties of data which are invariant with respect to particular conditions of observation.
Structure of the EEG state space

Vector space structure
The elements of a state space defined on the basis of measurements are generally specified by \( m \)-tuples of real numbers. However, this numeric representation does not necessarily imply that the familiar arithmetic operations are meaningfully defined.

For the EEG state space we may assume the algebraic structure of a linear vector space, for the following reasons: EEG measurements are voltages, i.e. differences within the electric potential distribution generated by the brain (see Chapter 1). Voltages generated by the combination of several independent field sources add up, while a differently strong activation of the same field source leads to multiplication of voltages by a common factor. These physical processes are captured by the vector space operations of (element-wise) addition of data vectors and multiplication by a real number.

The elements \( u \) of an \( m \)-dimensional vector space can be represented with respect to a set of linearly independent basis vectors \( e_1, e_2, \ldots, e_m \) by \( m \)-tuples \( (u_1, u_2, \ldots, u_m) \) of real numbers such that \( u = u_1 e_1 + u_2 e_2 + \cdots + u_m e_m \). For EEG, the original data vectors already have this form, which can be interpreted as their representation in the standard basis \( e_1 = (1, 0, \ldots, 0), e_2 = (0, 1, \ldots, 0) \), etc.

Metric structure
The structure of the EEG state space can be further enriched by introducing a binary operation between vectors, called inner product, resulting in a real number; we choose it as the “dot product” of data vectors

\[
\mathbf{u} \cdot \mathbf{v} := \sum_{i=1}^{m} u_i v_i \tag{1}
\]

Based on this, a measure of the magnitude of a vector, usually called its norm, is defined as

\[
\|\mathbf{u}\| := \sqrt{\mathbf{u} \cdot \mathbf{u}} \tag{2}
\]

The norm of a difference between two vectors, or equivalently, the distance between state space points, \( \mathbf{u} \) and \( \mathbf{v} \), is then

\[
\|\mathbf{u} - \mathbf{v}\| = \sqrt{\sum_{i=1}^{m} (u_i - v_i)^2} \tag{3}
\]

The distance in the state space thus naturally provides a single-valued measure of the global difference between momentary electrical brain states represented by data vectors \( \mathbf{u}, \mathbf{v} \).

A given vector \( \mathbf{u} \) defines a direction in the state space; the set of all multiples \( a\mathbf{u} \) (where \( a > 0 \)) constitutes a ray in the direction of \( \mathbf{u} \). Since the magnitude of a vector is irrelevant for the direction, it is meaningful to represent directions by the normalized vector

\[
\tilde{\mathbf{u}} := \frac{\mathbf{u}}{\|\mathbf{u}\|}, \quad (\text{for } \mathbf{u} \neq 0) \tag{4}
\]

whose magnitude is unity. Then, for two non-zero vectors \( \mathbf{u}, \mathbf{v} \), the inner product

\[
\tilde{\mathbf{u}} \cdot \tilde{\mathbf{v}} = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} \tag{5}
\]
attains a value from $-1$ to $+1$. A number $\phi \in [0, \pi]$ such that $\cos \phi = \hat{u} \cdot \hat{v}$ is the angle between the vectors $u$ and $v$ (or, generally, between their respective directions). For two vectors pointing into directions perpendicular to each other, the inner product becomes $u \cdot v = 0$; those vectors are called orthogonal.

In contrast to the vector space structure of EEG data, which is immediately motivated by the physical properties of EEG measurements, the metric structure introduced via the inner product has to be seen as a heuristic choice which is justified by its utility for the further analysis and characterization of data. In particular, normalization (Eqn 4) allows a separation of the shape and the strength of an electric field distribution, while the definition of angle and distance facilitates a comparison of the shape of different distributions.

An important aspect of this choice is the fact that the definition of norm and angle via the dot product of EEG data vectors implies a dependence on the reference underlying the voltage measurements. While it is true that the “landscape” of each single field distribution, as defined in terms of relative differences between measurement loci, is not altered by a change of the reference by an additive term, the geometry of the entire data-set with respect to the inner product is changed by the transformation. In the following we assume that the EEG data have been transformed to the average reference (Chapter 2).

### Relation to topographical analysis

There is a one-to-one correspondence between the algebraic–geometrical notions introduced above, and the standard terminology of topographic analysis (see Chapter 2). The “Global field power” (GFP)\(^2,3\) of a field map is proportional to the norm of the data vector

$$\text{gfp}(u) = \frac{1}{\sqrt{m}} \| u \|$$

Data transformation to $\text{gfp}(u) = 1$ is thus equivalent to the normalization to unity, except for a constant multiplicative factor $\sqrt{m}$.

Accordingly, topographies of scalp fields can be identified with directions in the state space, so that topographic global measures are functions of normalized data vectors. Topographic dissimilarity\(^2,1\) between two field maps is defined via the distance

$$\text{diss}(u, v) = \| \hat{u} - \hat{v} \|$$  \hspace{1cm} (7)

whereas topographic correlation\(^4\) is defined by the inner product of normalized vectors

$$\text{cor}(u, v) = \hat{u} \cdot \hat{v} = \frac{u \cdot v}{\| u \| \| v \|}$$  \hspace{1cm} (8)

An elementary calculation shows that the two measures are related as follows:

$$\frac{1}{2} (\text{diss}(u, v))^2 = 1 - \text{cor}(u, v)$$  \hspace{1cm} (9)

The dissimilarity measure (Eqn 7) has a certain “beauty defect,” namely, an asymmetry with respect to the change of the field polarity. Consider two vectors, $u$ and $v$; then $\text{diss}(u, v)$ is in the range from $0$ to $2$, with the extreme values attained for $v = u$ (identical topography) and $v = -u$ (reversed polarity), respectively. However, if $v$ is orthogonal to $u$, which is arguably a “mid-way case” between the two extremes, then $\text{diss}(u, v) = \sqrt{2}$, and not $1$! This inconvenience is avoided by using the similarity measure (Eqn 8), yielding values from the range $-1$ to $+1$, fulfilling the intuitive identity $\text{cor}(u, -v) = -\text{cor}(u, v)$ and yielding $\text{cor}(u, v) = 0$ for orthogonal vectors.
Linear transformations

A function $A$ which maps each element of a vector space, $x \in \mathbb{R}^m$, onto another element $y \in \mathbb{R}^m$, $y = A(x)$, and which fulfills the conditions

$$A(u + v) = A(u) + A(v)$$  \hspace{1cm} (10)

$$A(cu) = c A(u) \quad (c \in \mathbb{R})$$  \hspace{1cm} (11)

is called a linear transform. In terms of the vector components, the transform attains the form of a linear combination

$$y_i = \sum_{j=1}^{m} a_{ij} x_j$$  \hspace{1cm} (12)

which can be written in shorter form using matrix notation as $y = Ax$, where $A \equiv [a_{ij}]_{i,j=1,\ldots,m}$. If the columns of $A$ are normalized and mutually orthogonal vectors, the same holds for the columns of the transposed matrix $A^T \equiv [a_{ji}]$, and the transform is called orthogonal. Such a transformation corresponds to a rigid rotation; i.e., lengths and angles are preserved. In the language of EEG measurements, a linear transform recombines the originally measured data channels into a new set of artificially defined measurements, or “virtual electrodes.”

Projections

In the following sections we often speak about “projections” of data clouds or trajectories. Usually we refer to linear projections from $\mathbb{R}^m$ into $\mathbb{R}^k$, where $k < m$; this can be intuitively understood as a parallel projection of an $m$-dimensional object to its $k$-dimensional “shadow” (Figure 9.2A). A trivial example of a linear projection is a choice of the $i$th channel from EEG data, i.e., a reduction of the original $m$-dimensional data to a one-dimensional time series (single-channel EEG). Another instance of linear projection is transformation of EEG data to the average reference, by which the EEG data cloud is projected onto an $(m-1)$-dimensional subspace defined by the condition $\sum_{i=1}^{m} u_i = 0$; one dimension is thus lost. Algebraically, a linear projection $\mathbb{R}^m \rightarrow \mathbb{R}^k$ can be expressed as multiplication by a $k \times m$ matrix.

As a broader notion, any transformation $P$ which is “idempotent,” i.e., $P(P(x)) = P(x)$ for any $x$, is called projection. Such transforms may be generally nonlinear; an example of
a nonlinear projection is the normalization to unity, given by Eqn 4. Geometrically, this corresponds to the projection of data onto the surface of a unit sphere (Figure 9.2B).

The aim of the preceding paragraphs was to introduce the main algebraic concepts as far as they are necessary to specify the structure of the EEG state space. For further details, refer to any standard textbook on linear algebra.

**Principal component analysis**

**Principal components**

Consider a collection of $N$ EEG data points $u_0, u_1, \ldots, u_{N-1} \in \mathbb{R}^m$. Let $u_{i,n}$ denote the $i$th component of vector $u_n$, so that $u_i \equiv (u_{i,0}, u_{i,1}, \ldots, u_{i,N-1})$ is the time series recorded in the $i$th channel. In the following, we assume that the data has been centered over time, i.e. $\langle u_i \rangle = 0$ for all $i$, where $\langle \cdot \rangle$ denotes the arithmetic mean over the observation epoch $n = 0, \ldots, N - 1$.

Strictly speaking, the subtraction of the time average leads to a shift in the EEG state space, slightly altering norms of data vectors and angles between them. However, since EEG data are oscillatory in nature and usually already "DC-corrected" during recording, the change induced by this is practically negligible.

The power (variance) of the signal $u_i$ – geometrically, the dispersion of the data cloud in the direction of the $i$th axis – is then

$$V_i = \text{var} u_i := \langle u_{i,n}^2 \rangle$$

and

$$W = \sum_{i=1}^{m} V_i$$

is the total variance summed across all channels. Substituting Eqn 13 in Eqn 14 and swapping the order of summation gives

$$W = \langle \| u_n \|^2 \rangle$$

Put in words, the total variance of a data-set is proportional to the integral of the global field power over the measurement epoch.

A linear transformation of EEG channels into new data channels, $x_n = F u_n$, generally leads to new channel variances $\text{var} x_i$. However, if $F$ is an orthogonal transform, the sum $\sum_{i=1}^{m} \text{var} x_i = W$ is preserved. In other words, such a transform induces just a redistribution of data variance among the channels, while the total power remains invariant.

Using the column vectors of the transposed transformation matrix, $F^T = (f_1, f_2, \ldots, f_m)$, the new channels resulting from an orthogonal transform can be written as $x_i = f_i \cdot u$. It can be shown that for a given data-set at least one – and, in most cases, exactly one – transform has the following extremal property: $\text{var} x_1$, where $x_1 = f_1 \cdot u$, attains the maximum value among all possible choices of $f_1$; $\text{var} x_2$, where $x_2 = f_2 \cdot u$, attains the maximum value among all possible choices of $f_2$ which are orthogonal to $f_1$; etc. The directions of the vectors $f_i$ are then so-called “principal axes” of the data cloud in the state space, and the new data channels $x_i$ are referred to as “principal components.” Practically, the principal component analysis (PCA) is performed by the
so-called eigenvalue decomposition of the covariance matrix $C \equiv [C_{ij}]$,

$$C_{ij} = \text{cov}(u_i, u_j) := \langle u_{i,n} u_{j,n} \rangle$$  \hspace{1cm} (16)

into the eigenvectors $f_i$ and associated eigenvalues $\lambda_i$, which specify the variance accounted for by the $i$th principal component. From the preservation of the total variance and Eqn 14 it follows that

$$\sum_{i=1}^{m} \lambda_i = \sum_{i=1}^{m} V_i \,.$$  \hspace{1cm} (17)

A direction in the state space corresponds to a definite “field map,” i.e. a topographic distribution of the brain’s electrical field over the observed scalp region. Therefore, PCA performed on EEG data is sometimes referred to as “spatial PCA,” and the field topographies corresponding to the eigenvectors as “spatial modes.” Sorting the eigenvalues in descending order, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m$, and numbering the eigenvectors accordingly, we obtain a transformed data-set such that, for any $l < m$, the projection of the data cloud into a subspace spanned by $f_1, \ldots, f_l$, i.e. the collection of principal components $x_1, \ldots, x_l$, provides the best possible representation of the given data-set within an $l$-dimensional space.

**Phenomenology of EEG trajectories**

The results of this section are illustrated (Figure 9.3) using a 21-channel EEG data-set (2 seconds) comprising $N = 256$ scalp field samples. In Figure 9.3B, C, the global field power and the signals assigned to the three major principal components (i.e. accounting for the highest portion of the total variance) are plotted.

For the same EEG data, a reconstruction of the trajectory in a subspace spanned by the three principal axes is shown in Figure 9.4, together with the respective spatial modes. The state space trajectory consists of almost closed orbits of a roughly elliptic shape. This structure reflects the repetition of momentary field topographies, occurring at the dominant frequency of the brain electrical activity — here alpha activity of $\sim 11$ Hz, characteristic for the “idling” brain state. Figure 9.5 shows a “view from inside” the EEG trajectory, which is projected onto the surface of the unit sphere. Displayed is the sequence of the momentary states along the projected trajectory; the background shading encodes the probability density of occurrence of a field topography in a given direction.

**Source model and spatial modes**

Generally, we can assume a linear model of EEG in the form

$$u(t) = \sum_{i=1}^{s} y_i(t) g_i \,.$$  \hspace{1cm} (18)

where $g_1, \ldots, g_s$ are field distributions generated by the sources, and $y_i$ is the time-varying strength or, in other words, the signal driving the $i$th source. (For the sake of unique representation, we always assume that the field vectors are normalized to unity.)

Principal component analysis results in a decomposition of the EEG data in the form

$$u(t) = \sum_{i=1}^{m} x_i(t) f_i \,.$$  \hspace{1cm} (19)
where $f_1, \ldots, f_m$ are the spatial modes, and $x_i$ is, formally, the “signal” driving the $i$th mode. These topographies and signals must not be interpreted in terms of brain physiology\(^8\); they are just results of a mathematically convenient data representation. Principal component analysis identifies a subspace, usually of a relatively low dimension, to which a major portion of the total variance is confined.

Computation of the eigenvalues and eigenvectors of the covariance matrix $C$ leads to a diagonalization procedure,

$$
FCF^T = \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)
$$

(20)

Principal component analysis thus leads not only to a redistribution of the total power in the sense of the above-stated extremal property, but also to a de-correlation of signals assigned
to the spatial modes. The PCA solution can thus be seen as decomposition into “linearly independent components,” while in the independent component analysis (ICA) the independence is defined in terms of higher-order moments (see Chapter 5).

The identification of the representational subspace is not sufficient for an unambiguous identification of sources. This is easily seen in the case of a two-source, single-frequency model

$$u(t) = y_1(t)g_1 + y_2(t)g_2$$  \hspace{1cm} (21)

where $g_1, g_2$ are non-colicinar – but not necessarily orthogonal – normalized topographies of two sources, which are driven by harmonic signals at a single frequency $\omega$

$$y_i(t) = a_i \sin(\omega t + \phi_i) \hspace{1cm} (i = 1, 2)$$  \hspace{1cm} (22)

This model generates an elliptic trajectory in the state space, similar to the orbits seen in the example given above of EEG data. The shape and orientation of the orbits are determined by the amplitude ratio $a_2/a_1$, the (relative) signal phase $\phi_2 - \phi_1$ and the angle $\gamma$ between the topography vectors, such that $\cos \gamma = g_1 \cdot g_2$; the latter may be called a “topographic phase.”
As illustrated in Figure 9.6, different combinations of these three parameters produce orbits of exactly the same shape and orientation.

So, neither the source topographies nor the driving activities are uniquely determined by the observed data – a consequence of the topography–signal phase indeterminacy. For a uniquely determined solution, additional constraints regarding properties of the source topographies and/or the driving activities are necessary (see Chapter 3). However, the approach presented in the following section is different: our objective is a quantitative characterization of geometric properties of the EEG trajectory, which are unequivocally determined by the data.

**Global descriptors**

**Principle of dimensional simplicity**

Meaningful descriptions of reality always imply a reduction of primary (observed) data, and a separation of qualities into different descriptive dimensions. For example, a book may for many practical purposes be described just in terms of size and weight; that is, the description consists of four numbers, three for the dimensions (e.g. in centimetres) plus one for the weight (e.g. in grams). Statistical dependencies between those qualities with respect to some “typical ensembles” of such objects do not play any role in the description; spatial extensions are separated from the body’s mass, in spite of the fact that larger books are usually also heavier, etc. We call this a principle of dimensional simplicity.

**Integral field strength (Σ) and generalized frequency (Φ)**

A single-channel EEG record can be seen (a) as a continuous curve in the plane; or, if digitized, (b) as a series of values $u_n$ assigned to time instants $t_n$; or (c) as an object which is...
globally (even if roughly) described by only two values, assessing its typical amplitude and frequency.

Similarly, a dimensionally simple description of a trajectory in the $m$-dimensional EEG state space is provided by two descriptors, assessing the average extent of the data cloud, and the average speed of change between two successive states. For this purpose, we define

$$M_0 := \langle \| u_n \|^2 \rangle, \quad M_1 := \langle \| \dot{u}_n \|^2 \rangle$$

(23)

where

$$\dot{u} := \frac{u_n - u_{n-1}}{\Delta t}$$

(24)

is the vector of change of the field in the $n$th sampling step. Further, we define the integral field strength

$$\Sigma := \sqrt{\frac{M_0}{m}}$$

(25)

and the generalized frequency

$$\Phi := \frac{1}{2\pi} \sqrt{\frac{M_1}{M_0}}$$

(26)

Since the physical units of the quantities $M_0$ and $M_1$ are $\mu V^2$ and $\mu V^2 \cdot s^{-2}$, respectively, the units for the two descriptors are $[\Sigma] = \mu V$ and $[\Phi] = s^{-1}$, as expected. In fact, these descriptors are multidimensional analogs of Hjorth’s descriptors of “activity” and “mobility.” It is easy to see that $\Sigma^2$ is the mean squared global field power – compare Eqns 23 and 25.
Figure 9.7 Spectral distribution of eigenvalues of the covariance matrix for the data shown in Figure 9.3, on a linear scale (A) and a logarithmic scale (B). The three largest eigenvalues account for \( \sim 89\% \) of the total power. The logarithmic plot provides a better overview of the distribution of eigenvalues. The three smallest eigenvalues \( \lambda_{19,20,21} \neq 0 \) are not shown in the pictures; this partial degeneracy of the spectrum is due to two of 21 channels being linearly interpolated, and the data being transformed to the average reference.

Measure of spatial complexity (\( \Omega \))

In the preceding section we have seen that PCA yields an *optimal* representation of a given data-set within a space of lower dimension. The relative portion of the total variance represented by the \( i \)th spatial mode is

\[ \lambda_i' \equiv \frac{\lambda_i}{W}, \quad \text{where} \quad W = \sum_{i=1}^{m} \lambda_i \]  

(27)

The set \( \{\lambda_1', \ldots, \lambda_m'\} \) is called a (normalized) \( \lambda \)-spectrum of the covariance matrix \( C \). As seen from Eqn 27, all possible forms of \( \lambda \)-spectra are bound by the condition \( \sum_i \lambda_i' = 1 \) (partition of unity). A graphic representation of the \( \lambda \)-spectrum, sorted in descending order, provides a comprehensive picture of the efficiency of PCA for a given data-set. Since the \( \lambda_i' \)-values may vary over several orders of magnitude, it is convenient to plot \( \log \lambda_i' \) vs. \( i \) (see Figure 9.7).

For a numerical characterization of the dimensional reducibility of EEG data we need a function, assigning to a partition of unity a real number. Especially, we require that the function

- is symmetrical, i.e. invariant under re-ordering of its arguments;
- attains a minimum value in the case \( \lambda_k' = 1 \) for some \( k \) (and thus \( \lambda_i' = 0 \) for \( i \neq k \)); and
- attains a maximum value for \( \lambda_1' = \lambda_2' = \cdots = \lambda_m' = 1/m \).

The standard choice is the Shannon entropy \( H \), leading to a definition

\[ \log \Omega := H(\lambda_1', \ldots, \lambda_m') = - \sum_{i=1}^{m} \lambda_i' \log \lambda_i' \]  

(28)
\( \Omega \) is taken as a measure of spatial complexity of a given EEG set\(^{10} \). It attains values from the interval 1 to \( m \), with \( \Omega = 1 \) if the data consists of exactly one spatial mode, and \( \Omega = m \) for data with the total variance uniformly distributed across all \( m \) modes. \( \Omega \) is, of course, a dimensionless quantity.

A measure similar to \( \Omega \), “linear complexity,” was defined via eigenvalues of the correlation matrix of EEG data by Paluš et al.\(^{13} \); a measure identical to \( \Omega \) except for a different scaling was independently published by Pêzard et al.\(^{14} \), and later “reinvented” again\(^{15,16} \). A common precursor of these parallel approaches seems to be Morgera’s work on “covariance complexity”\(^{17} \). There is an analogous situation with respect to the frequency domain, where conceptually similar measures were proposed – for example “spectral entropy”\(^{18} \), “wavelet entropy”\(^{19} \) – with a common predecessor dating some decades ago\(^{20} \). Obviously, all cited measures have been based on the same general principle, that is, the decomposition of total data variance with respect to an orthonormal basis over the domain of interest (space, time, frequency), and the single-valued characterization of the variance distribution by a suitable “entropic” function\(^{9} \).

Three-dimensional representation of global functional states

The three quantities defined by Eqns 25–28, integral field strength \( \Sigma \), generalized frequency \( \Phi \), and spatial complexity \( \Omega \), constitute a three-dimensional system of global descriptors of the brain’s electrical activity. Since EEG sensitively reflects the global functional state of the brain, the global descriptors can be used, jointly or individually, to characterize brain functional states\(^{10,21} \).

The descriptors \( \Sigma \), \( \Phi \) and \( \Omega \) are evaluated for data segments of a constant duration (typically 1–4 seconds), obtained either in a regular sequence or as a sliding window from the original EEG record. This leads to a considerable data reduction: \( N \times m \) simultaneous measurements are transformed into just three numbers. Therefore, the method is of particular interest in studies of relatively slowly changing brain functional states as a function of time, assessed by long-term continuous EEG recordings\(^{21,22} \).

A triplet (\( \Sigma \), \( \Phi \), \( \Omega \)), obtained from a given EEG segment, can be represented as a point in a three-dimensional macrostate space. This technique can be used in different experimental designs and for various purposes. The following example illustrates the concept of the macrostate space of the global descriptors, using a continuous whole-night EEG recording from a single sleeping subject. Each point in Figure 9.8 corresponds to a segment of 60 s of EEG. The data cloud is confined to a relatively thin manifold of a hyperboloid shape, also known as “sleep shell”\(^{10} \). The trajectory traverses this hyperboloid structure several times during the night, in a roughly periodic course, as seen from Figure 9.9 where the three global descriptors are plotted as a function of time starting from the beginning of the EEG recording (light off). The periodic pattern corresponds to repeated sleep cycles, otherwise known from classic “hypnograms”; indeed, a discrimination function constructed upon the three global descriptors distinguishes well between sleep stages\(^{23} \).

Transformations in the \( \Sigma-\Phi-\Omega \) space

The restriction of the sleeping brain’s macrostates to a two-dimensional manifold is mainly due to an inverse relation between descriptors \( \Sigma \) and \( \Phi \), which can be expressed as

\[
\Sigma \Phi \approx k
\]  

(29)
Figure 9.8 Three-dimensional view of \((\Sigma, \Phi, \Omega)\) data obtained from an individual whole-night sleep EEG recording. Global descriptors were calculated from 2-second epochs; each point represents median values for a block of 30 consecutive epochs = 60 s. Scales: \(\Sigma\) from 0–22.5 \(\mu\text{V}\); \(\Phi\) from 0–15 Hz; \(\Omega\) from 0–7.5. The variety of sleep EEG macrostates is confined to a hyperboloid “sleep shell.”

Figure 9.9 The same data as in Figure 9.8, plotted as a function of time from the beginning of the EEG recording \((t = 0)\). The top three curves show time series of the three global descriptors, \(\Sigma\), \(\Phi\), \(\Omega\), on logarithmic scales. Below, time series of the two derived macrostate variables \(I\) and \(E\) (logarithmic scale) are shown. The course of \(I\) reflects repeated passages through the sleep stages, and is inversely correlated with \(\Omega\). Note the abrupt drop of the \(E\)-curve at sleep onset (gray arrow), and the sharp peaks at \(t > 5\text{ h}\) indicating the subject’s spontaneous awakenings.
where $k$ is a constant. Taking logarithms of both sides of Eqn 29 gives

$$\log \Sigma + \log \Phi \approx \log k$$

(30)

which suggests the following transformation:

$$\log I = \log \Sigma - \log \Phi$$

(31)

$$\log E = \log \Sigma + \log \Phi$$

(32)

Geometrically this corresponds to a rotation in the $(\log \Sigma, \log \Phi)$-plane (Figure 9.10). In this way, the common factor underlying the correlation of the descriptors $\Sigma$ and $\Phi$ is separated in the new macrostate variable $I$. The macrostate variable $E$ varies minimally during sleep, but it sensitively reflects the transition between the waking state and sleep (Figure 9.9). In other words, $\log I$ reflects the course of the sleep cycle, and is related to sleep stages, while $\log E - \log k$ may serve as an individual measure of vigilance.

Individual $\Sigma$-$\Phi$-$\Omega$ portraits of sleep EEG from different subjects show generally the same form, expressed by Eqn 29, but with individual constants $k$, and with individual peculiarities concerning the distribution of sleep stages within the sleep shell. These varieties of higher-order macrostates provide good examples of “idioversal laws”$^{24}$, regulating the functioning of an individual neural system. Further re-parameterizations or transformations of the idioversal laws may be required to obtain the form of a truly universal law; merely averaging the individual data does not serve this purpose.

**Extensions and modifications**

Since its introduction in the 1990s, the $\Sigma$-$\Phi$-$\Omega$ system has been subject to various modifications, mostly concerning the measure of spatial complexity.

**Regional measures**

The attribute “global” implies that the three descriptors are evaluated for brain electrical data recorded from a full-scalp electrode array. However, the same descriptors can also be calculated for EEG recorded from circumscribed scalp regions – e.g. above the left and right cerebral hemispheres – provided that the electrode array is dense enough. This modification was mostly utilized in neuropsychiatric and neuropharmacological studies$^{25–28}$.
Local complexity differentials

This method consists in calculation of $\Omega$ complexity for the full-scalp coverage ($m$ electrodes) and for all $m$ possible subsets of $m-1$ electrodes, with the $i$th channel ($i = 1, \ldots, m$) left out. The differences between the partial-array and full-array complexity measures assess contributions of locally measured activities to global spatial complexity. These differences can be positive (“moderating” activities) or negative (“dominating” activities).

$\Omega$ complexity as a function of frequency

In some applications, evaluation of spatial complexity within selected frequency bands may be of interest and clinical relevance. Alternatively, $\Omega$ can be calculated from $\lambda$-spectra of cross-spectral matrices, obtained separately for each frequency point via Fourier transform.

$\Omega$ complexity production rate

The global descriptors are usually evaluated for EEG epochs of a few seconds duration. With too short data epochs ($T < 1$ s), $\Omega$ is underestimated as there are not enough data points to provide a representative portrait of the EEG trajectory. Using too long data epochs ($T > 10$ s) is not recommended, either: different source configurations may be mixed up within a single data epoch, which leads to overestimation of spatial complexity.

In systematic studies of $\Omega$ as a function of the epoch duration $T$, we usually distinguish three regions in log $\Omega_T$-vs.-log $T$ plots (Figure 9.11): an initial steep increase (I), a linear-scaling region (L), and a saturation plateau (S). The L-region can be approximated by the regression equation

$$\log \Omega_T = \log \Omega_0 + \beta T$$

(33)

where $\Omega_0$ is the spatial complexity extrapolated to zero epoch duration, and the coefficient $\beta$ is the “complexity production rate” (CPR), measured in s$^{-1}$. $\Omega_0$ can be used to disambiguate findings on spatial complexity obtained in studies with different epoch durations. The CPR may serve as an additional global descriptor, differentiating between states which are undistinguishable solely by means of $\Omega$.

$\Omega$ complexity from correlation matrices

Pei et al. used $\Omega$ as a measure of synchronization between two locally measured signals and suggested a normalization of input signals to unit variance, to avoid an alleged dependence of $\Omega$ on the signal power. But it is easily shown that epoch-wise normalization of EEG data.
implies a re-scaling of the original axes of the state space by different factors, thus modifying the geometry of the data cloud, and is therefore alien to the original idea of $\Omega$ complexity.

**Record-wise variance normalization**

Examination of Pei et al.’s criticism elicited further studies to investigate effects of data inhomogeneities (superimposed artifacts) on estimates of spatial complexity. A compromise strategy has been proposed, consisting of equalization of variance across the entire ensemble of EEG epochs, that is, record-wise. This modification still allows comparisons in terms of $\Omega$ between epochs, but makes the analysis more robust against artifacts $^9,^{34}$.

**Selected applications**

**Sleep stages and vigilance variations**

Szelenberger et al. $^{23}$ studied co-variations of the global descriptors with sleep stages. Portraits of single subject’s whole-night sleep EEG data in the $\Sigma$-$\Phi$-$\Omega$ space usually reveal a typical “sleep shell” structure of a roughly hyperboloid-cylindric shape (see Figure 9.8). Logarithmic transformation (see Eqns 31, 32) of the global descriptors maps this structure to a more or less planar data cloud, allowing a clean discrimination of sleep stages. Data from individual multiple sleep latency tests $^{35}$ projected into the $\Sigma$-$\Phi$-$\Omega$ space show transitions from the waking state to the sleep plane $^{21}$.

**Epilepsy and paroxysmal brain activity**

Episodes of paroxysmal electrical activity, which are easily recognized visually in EEG records, also show characteristic state shifts in the $\Sigma$-$\Phi$-$\Omega$ space: increased $\Sigma$, decreased $\Phi$ and decreased $\Omega$ due to preponderance of one spatial mode (Figure 9.12).

For diagnostic purposes, however, subtle changes of inter-ictal EEG and their characterization by means of the global descriptors are of more interest. Kondákor et al. $^{28}$ found reduced $\Omega$ complexity (global as well as regional) in patients with idiopathic generalized epilepsy (IGE) vs. healthy controls. Furthermore, they described a shift of the inter-regional $\Omega$ gradient in IGE patients toward normal values as an effect of chronic anticonvulsive therapy with valproate.
Neuropathology, neuropsychiatry

Szelenberger et al. described deviations of interhemispheric $\Omega$ complexity gradients in depressed patients vs. normal controls. Saito et al. found increased regional $\Omega$ complexity in frontal areas in schizophrenic patients vs. normal controls. Tóth et al. reported interhemispheric $\Omega$ asymmetry in reaction to gustatory stimuli in anorectic patients. Yoshimura et al. found increased global $\Omega$ complexity in patients with a mild form of Alzheimer’s disease; the same effect has been reported by Czigler et al. Irisawa et al. reported increased $\Omega$ complexity along with decreased microstate duration in nonmedicated schizophrenic patients. Molnár et al. studied differences of $\Omega$ complexity between eyes-open and eyes-closed conditions, and reported reduced reactivity of $\Omega$ to eyes opening in a patient with a sub-cortical ischemic stroke.

Effects of neuroactive substances

Yagyu et al. reported effects of the active substance of green tea, theanine, on global $\Omega$ complexity. Kondákor et al. reported a reduction of $\Omega$ complexity after a single-dose application of piracetam. Kondákor et al. also described effects of valproate on the inter-regional gradient of $\Omega$ complexity (see above, under Epilepsy). Neuroleptic medication has reportedly no effect on $\Omega$, while other measures of dimensional complexity are affected.

Developmental changes of EEG

Wackermann studied the three global descriptors as a function of chronological age in a small sample ($N = 40$) ranging from 0.6 to $\sim 80$ years. $\Sigma$ decreased and $\Phi$ increased monotonically with age, both descriptors reaching a plateau in the early adulthood. $\Omega$ showed a steep increase during the early childhood, reaching a peak at about 5–6 years, and a slower decrease afterwards. Using a larger sample ($N \approx 500$, age range 5–80 years), Koenig and Wackermann (unpublished) obtained parametric developmental equations for the three global descriptors in the form $a + b e^{-c t}$, where $t$ is chronological age and $a$, $b$, $c$ are adjustable parameters (Figure 9.13). Stam et al. studied $\Omega$ complexity in a sample with age range 0.25–16 years, and suggested that $\Omega$ “might prove to be clinically useful as an objective, quantitative measure of brain maturation.” Kim et al. reported a rapid increase of $\Omega$ complexity in newborns within the first 48 hours after birth, and significant differences between different modes of delivery.

Sensory and motor processes

Kondákor et al. reported increased global $\Omega$ complexity as a response to enabled vs. disabled visual input (eyes-open vs. eyes-closed conditions) and related them to spatial redistribution of intracerebral activation, supported by source localization methods. Stančák and Wackermann described changes of regional $\Omega$ complexity (sensorimotor areas) during preparation and execution of voluntary finger movements. Moreover, Stančák et al. found correlations between limb movement-related changes of $\Omega$ and the trans-sectional area of corpus callosum, suggesting a direct link between spatial complexity and neural connectivity. Müller et al. studied the time course of global $\Omega$ complexity during perception of a bistable visual dynamic stimulus; they found short periods of decreased complexity, preceding the perceptual ‘switch’ by $\sim 750$ ms to 300 ms.
Figure 9.13
Developmental curves of global descriptors $\Sigma$, $\Phi$, $\Omega$, obtained from a normative population of $N = 478$ EEG data-sets, recorded in a resting state. The individual values are shown as gray points, to which exponential curves have been fitted. Asymptotes of the developmental curves are marked by dashed horizontal lines. Time constants $c^{-1}$ of the three exponential functions are all in the range 8–10 years.

Miscellaneous topics
Bhattacharya et al.\textsuperscript{50,51} used $\Omega$ complexity as a measure of long-range synchronization in the gamma frequency band induced by listening to music; they found higher synchronization in musicians than in nonmusician controls. Pizzagalli et al.\textsuperscript{27} reported reduced interhemispheric $\Omega$ asymmetry in subjects with deviant cognitive processing, manifested by a “strong belief in paranormal phenomena.” Isotani et al.\textsuperscript{52} reported a decrease of $\Omega$ complexity under hypnotically induced relaxation.
Relations to other analytical approaches

Microstate models

As seen in the preceding sections, there is a direct correspondence between the geometry of the state space and the spatial analysis of EEG. In fact, many of the notions of topographic analysis are empirically motivated re-inventions of elementary concepts of vector algebra.

One of the key notions of spatial analysis is that of the electrical microstate, which was defined as a period of relatively stationary scalp field topography (see Chapter 6). The aim of microstate analysis is the identification of these stable topographies, a decomposition of the stream of EEG data into a sequence of microstates (“segmentation”), and a statistical characterization of the distribution of microstate dwell-times and other parameters. (In this section, we are dealing exclusively with microstate analysis of on-going EEG activity, not with transient responses to a stimulus or a cognitive event.) Field topographies correspond to directions in state space; therefore, a microstate would correspond to a period of time for which the EEG trajectory is confined to a relatively narrow bi-cone in the state space; or, equivalently, to a circumscribed region on the unit sphere surface (Figure 9.5). The transitions between microstates would then reflect sudden changes in the central direction of the bi-cone.

A visual inspection of EEG state space projections reveals that real EEG trajectories consist of ellipsoidal orbits, repeatedly entering topographies but never oscillating along exactly the same line. The main axis of the orbits changes its orientation over time, in a kind of “precession motion” (Figure 9.14). This typical feature of EEG trajectories was utilized by early strategies of microstate analysis, focusing on field topographies at times of local GFP maxima. As local maxima are quite vulnerable to noise and other perturbations of the data, the main axis of the elliptic orbits – determined, for example, by PCA over one orbital period – may provide a more robust topographic description.

In either case, this strategy implies a preliminary reduction of the EEG data to selected field maps. This step could be called “tokenization” of the EEG data stream, since the intention of microstate analysis has been described as a “parsing” of EEG data. The discontinuous structure of brain electrical activity, as revealed by the segmentation procedures, is...
thus conditioned by the data preprocessing strategy, which is based on the microstate model. Although it may be tempting to interpret the momentarily dominant topographies in realistic terms, as signatures of momentarily active sources, we must remember the fact of topography–signal phase indeterminacy. The same orbit, and thus the same direction of the main axis, may be generated by an infinite variety of different activation patterns – a strong argument for not taking the “source realism” too far and for staying with the global, phenomenological description of EEG data.

On a larger time scale, the diversity of dominant topographies occurring in the stream of EEG data is revealed by the increase of $\Omega$ complexity with increasing duration of the observation epoch. Therefore, the CPR analysis may provide an alternative way to assess essentially the same features of brain electrical activity as those aimed at by the traditional microstate analysis, without postulating a strictly discrete microstate structure and/or abrupt transitions between the microstates.

### Synchronization measures

The measure of $\Omega$ complexity has occasionally been interpreted as a measure of synchronization of the EEG, just as other measures quantifying linear signal interdependence like the correlation coefficient, coherence, and measures derived thereof. While the interpretation of a decreased value of $\Omega$ as indicating an increased level of global synchronization may be justified in certain contexts, it has to be noted that this quantity has neither been designed as a synchronization measure, nor is it particularly well suited for this purpose.

Synchronization is defined generally as the adjustment of the rhythms of two or more self-sustained oscillators due to coupling. It has therefore to be distinguished, firstly, from signal similarity that arises where observable signals are varying mixtures of source signals, as is presumably the case with EEG. Secondly, synchronization is to be distinguished from covariation in terms of signal amplitudes, as opposed to their phase component that corresponds to the rhythmic (oscillatory) character of the process.

### Summary

The global approach sketched in this chapter presents a “third way” in addition to topographic analysis of brain electrical fields in the two-dimensional scalp space (traditionally known as “brain mapping”) and to identification of sources in the three-dimensional intracranial space (modern “electrical neuroimaging”). The global approach circumvents the problem of identification of the “real” sources; its specific objective is to aggregate information on the brain functional state in a few numerical descriptors, that is, macroscopic state variables of well-defined physical meaning. For this reason the global approach has been described as “phenomenological neurophysics.” The identification of functional macrostates of the brain achieved via the global descriptors may provide a context for interpretation of findings obtained on more detailed scales, that is, with a higher spatial and/or temporal resolution.

This approach is particularly useful in studies that focus on trait differences or slow state-shifts, as for example neurophysiological correlates of states of consciousness (vigilance, sleep, hypnosis), neuro- and psycho-pharmacological studies, or developmental/degenerative changes. A particularly promising area of research is the study of global properties of the brain’s electrical activity in relation to structural conditions of its functioning, e.g. intracortical connectivity or other macroscopic properties of the neural substrate.
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Introduction
Integrating evidence from different imaging modalities is important to overcome specific limitations of any given imaging method, such as insensitivity of the EEG to unsynchronized neural events, or the lack of fMRI sensitivity to events of low metabolic demand. Processes that are visible in one modality may be related in a nontrivial way to other processes visible in another modality and insight may only be obtained by integrating both methods through a common analysis. For example, brain activity at rest seems to be at least partly determined by an interaction of cortical rhythms (visible to EEG but not to fMRI) with sub-cortical activity (visible to fMRI, but usually not to EEG without averaging). A combination of EEG and fMRI data during rest may thus be more informative than the sum of two separate analyses in both modalities.

Integration is also an important source of converging evidence about specific aspects and general principles of neural functions and their dysfunctions in certain pathologies. This is because not only electrical, but also energetic, biochemical, hemodynamic and metabolic processes characterize neural states and functions, and because brain structure provides crucial constraints upon neural functions. Focusing on multimodal integration of functional data should not distract from the privileged status of the electric field as the primary direct, noninvasive real-time measure of neural transmission.

The preceding chapters illustrate how electrical neuroimaging has turned scalp EEG into an imaging modality which directly captures the full temporal dynamics of neural activity in the brain. However, despite major advances regarding distributed source solutions and realistic head models (Chapter 3), the methods still depend on assumptions and constraints for adequate neuroanatomical resolution. Here we build on these results to cover the advantages and limitations of integrating electrical neuroimaging and other forms of neuroimaging to multimodal imaging. To this end, we discuss the often implicit concepts of integration, the limited sensitivity of the EEG to detect or distinguish some specific aspects of neural activity, and then turn to the strength and weakness of each specific method’s combinations.

Integration may take different forms. It can range from direct integration or fusion over indirect integration through modeling and through probabilistic Bayesian approaches to discussions of converging evidence, depending on the degree of overlap of sensitivity to the same aspects of activation in the same neural networks. Combinations such as EEG and MEG reflect measures that are closely coupled through basic physics. They are sensitive to the same...
neurophysiological processes and similar networks, exhibit overlapping temporal and spatial resolution, and are thus particularly suitable for direct integration\(^1\). This may not always be possible for other measures such as EEG and fMRI, which are related by more complex physiological cascades rather than simple physical principles. Combinations are typically considered useful if they complement each other in terms of temporal and spatial resolution, and more generally in terms of sensitivity profiles (Table 10.1). The current treatment also emphasizes the importance of overlap in this resolution and sensitivity space and with regard to the neural processes being measured\(^3\).

Combinations can be based on sequential or simultaneous recordings. Sequential studies are typically done using counterbalanced cross-over designs with the same subjects to control order effects and avoid interindividual variability. There are no constraints upon the equipment and no compromises regarding data quality in each imaging modality, but keeping conditions and subject states constant over different sessions and settings is a major difficulty. Most importantly, a number of phenomena like variability due to fluctuating states or processes, rapid learning or repetition effects, and particularly unpredictable EEG-defined events such as epileptic activity cannot be studied properly through sequential recordings. Such variable, unpredictable EEG-defined events are the domain of simultaneous recordings.

Combinations of imaging modalities are usually challenging in terms of data-size. In unimodal neuroimaging studies, the large data stream coming from the physiological measurements is confronted with a stream of information coming from the experimental design. Good experiments often keep the stream of design information as small as possible to maintain the complexity of the results at a comprehensive level and to preserve statistical power. On the other hand, one generally tries to increase the stream of physiological data to obtain results with a good resolution. If both modalities measure signals that are tightly connected by physical or physiological mechanisms, one can accommodate both data streams in a common, a-priori defined model through direct integration\(^1\). The main benefit of such common models is usually a better resolution of the results in time and/or space\(^1\text{–}^6\).

However, in many cases, the relation among the signals from the different measurement modalities is not known a priori. In these cases, we are faced with two large, physiological data streams that may interact in various and nontrivial ways, such that the complexity of the results increases exponentially if no countermeasures are taken. For the understanding of such data, it is thus often vital to do a feature extraction on the data before combined statistics are computed. The lack of an a-priori model that accommodates both modalities is thus compensated by an a-priori choice of features to extract. It is thus obvious that the relevance of the obtained results is limited by the relevance and interpretability of the features that were extracted. The proper extraction of features is thus critical, but we hope that for the part of EEG feature extraction, this book has made a useful contribution. In the existing literature,
there are two kinds of features that are extracted. One possibility is to focus on features that have previously proven to be of interest, such as representations of ERP components with fixed topography in the continuous EEG\textsuperscript{7,8}, or EEG montages that are known to be sensitive to specific processes\textsuperscript{9}. Other studies have used factorizations of time- or frequency-domain EEG data as primary feature extraction\textsuperscript{10,11}.

**Combining EEG and MEG**

Neural currents in the brain give rise to closely coupled electrical and magnetic fields, rotated to each other by 90 degrees (see Chapter 1). When measured at a distance across the skull at the scalp as in EEG, or about 4 cm above the scalp as in MEG, the close coupling remains dominant, but important differences in terms of sensitivity emerge. In brief, the MEG provides a more limited and selective view than the EEG upon activity in the same networks: the MEG is insensitive (“blind”) to fields generated by radial currents or dipoles (as illustrated in Chapter 1), less sensitive to deep sources, and not attenuated by the skull due to its insensitivity to conductivity.

Historically, MEG studies of brain function\textsuperscript{12–14} started over 40 years after the EEG studies\textsuperscript{15} and after introducing dipole modeling to EEG\textsuperscript{16}. However, since then MEG work has consistently used spatial information through source localization, partly aided by the greater simplicity of MEG source localization which can neglect radial sources and conductivities. Theoretical models have shown that independent of the number of electrodes, some sources are visible in EEG but not in MEG, as illustrated in Chapter 1, i.e. that the modalities have partially orthogonal null-spaces. Sensors in one modality may thus not simply replace sensors in another modality\textsuperscript{17}. Also, in practice it has become clear that there are useful differences between EEG and MEG\textsuperscript{18}, but no general localization advantages for either method given proper spatial sampling and accurate head and source modeling, except in the case of radial and very deep sources where the insensitivity of the MEG is undisputed. Recent evidence that the attenuation due to the lower conductivity of the skull has been overestimated – particularly for children – suggests that the resolution of the EEG has been underestimated\textsuperscript{19} (for a detailed discussion see Chapter 4). Both measures share the genuine millisecond time resolution, but also the limitation that they contain no genuine three-dimensional location information regarding their sources and rely on constraints and inverse solution for localization. However, when combined, their differences in sensitivity to source depth and orientation, and different noise properties\textsuperscript{20,21} can be invaluable to disambiguate inverse solutions. Intuitively, one may consider the ambiguity which could arise from the superficial similarity between EEG maps due to one tangential source or two opposing radial sources: the insensitivity of the MEG to the latter case would quickly resolve this ambiguity.

In practice, the combination of EEG and MEG is particularly well suited for direct integration due to their physical coupling. Simultaneous recording is also technically unproblematic except that active electrodes which reduce time for skin preparation interfere with MEG recording. In fact, most MEG equipment includes integrated EEG channels. The need to hold the head still inside the large Dewar which encloses the superconducting MEG sensors to cool them, and the sensitivity to magnetic interference, still limits MEG recording flexibility and duration during combined recordings, however. The near instantaneous no-contact recording from several hundred MEG sensors is an advantage if combined with conventional high-density EEG recordings which require considerable time for skin preparation, but
the combination with modern high-density EEG systems which allow fast high-impedance recordings with minimal skin preparation no longer makes time a significant factor.

Theoretical and experimental studies show that combining EEG with MEG in a common source and conductor model improves source localization over what is possible with either modality alone, and that the advantage is genuine and independent of the total number of sensors\textsuperscript{22,23}. Combined EEG and MEG measurements of known “calibration” sources also allow estimation of conductivities of brain and skull, which critically affect the EEG but not the MEG\textsuperscript{22,24}. In cognitive neuroscience, combined EEG and MEG measurements and analyses have helped to disentangle distinct dynamics of attentional modulation in nearby visual cortex sources\textsuperscript{25} and have proven important to better detect patterns of epileptic activity\textsuperscript{20,26}. In sum, theoretical and experimental work consistently suggests that combining EEG with MEG is particularly suitable for direct comparison, mutual disambiguation and direct fusion, and is highly informative for clinical and cognitive application.

**Combining EEG with fMRI**

Combining fast measures of synchronized, directional electrical mass activation with the slower nondirectional hemodynamic data (Chapter 1) is less straightforward than the combination with MEG, because the measurements reflect different aspects of neural function and are represented on primarily incompatible time scales: the typical frequency of EEG is way above the frequencies of the hemodynamic response (HRF) function of the fMRI (that is, the intrinsic temporal low-pass filter of fMRI recordings). On the other hand, oscillating EEG signals would obviously suffer from a massive cancellation of signals if they were just averaged across time or directly convolved with the HRF of the fMRI. Therefore, the polarity of the EEG signals is typically discarded by computing measures of power or strength before the convolution.

**Combining EEG with fMRI using sequential recordings**

Correspondence between EEG and hemodynamic data has been established in several ways. For one, a highly correlated response to the intensity of sensory stimulation has been demonstrated in animal studies using invasive intracranial EEG, and local fMRI-based activity measures\textsuperscript{27,28}. These results reveal close coupling between local electrophysiological and hemodynamic responses under a wide range of conditions. Importantly, this correlation is strongest for structures and processes involved in EEG generation, such as for local field potentials reflecting synaptic input mainly into cortical layers IV, rather than for spiking multi-unit activity reflecting mainly cortical output. On the other hand, this coupling can also be disrupted, for example through pharmacological manipulation by nitrous oxygen blockers which leave evoked potential unaffected for several minutes after eliminating the BOLD response\textsuperscript{27,29}.

Correspondence between EEG and fMRI has also been demonstrated noninvasively by comparing visual evoked potential amplitudes and fMRI\textsuperscript{30–32} from visual regions, suggesting that these measures are mediated by a similar, nonlinear neural response to the rate or the intensity of stimulation. This close coupling is not limited to the visual modality, since linear relations between sensory evoked potential and fMRI signals are also observed when varying the intensity of auditory\textsuperscript{33} or somatosensory stimulation\textsuperscript{34}; in some instances electrical source strength may be better related to the extent rather than to the strength of the fMRI activation\textsuperscript{33}. Most of these studies have relied on conventional evoked potential
measures in separate recording sessions and thus leave open the spatial and temporal specificity of such coupling. However, source localization also demonstrates strong local correlations during simultaneous measurements, at least for visual rate and contrast and for auditory intensity. The logic to demonstrate regional coupling through parametric manipulation has been successfully extended to cognitive stimulus dimensions such as quality of face perception in noise relating the N170 amplitude to fusiform face responses or working memory load relating frontal midline theta to a fronto-parietal network.

Combined, sequential EEG–fMRI has revealed detailed and systematic spatial correspondence between fMRI and temporally integrated EEG sources. Some visual studies illustrate particularly well how the temporal sequence of evoked potential sources matches the hierarchy of fMRI-derived retinotopic cortical regions. They also demonstrated that these regions are activated within less than 200 ms, and how attention may inhibit processing in a retinotopic fashion and modulate re-entrant, later activity in so-called “early” visual areas. This work also confirms that relatively early sensory microstates or components such as the visual P100 already reflect synchronized, extended networks with multiple sources, in line with unimodal electric neuroimaging studies and the microstate concept. Combined studies also illustrate that while constraining source analyses can be essential to resolve the temporally overlapping sequence of activations in nearby regions, limiting EEG solutions to regions of fMRI activations is not warranted.

Correspondence is not only found for focal sensory activations but also in unconstrained cases and for distributed cognitive activation patterns. To evaluate such concordance or discordance, distributed source solutions and a probabilistic framework are crucial. For reading related activity, statistical correspondence was significant between distributed ERP source solutions integrated over time and fMRI at an average distance of less than 15–18 mm between corresponding clusters, although correspondence was not significant in every single subject, and comparable results are found for auditory cognitive paradigms. The findings also suggest that distributed source solutions imposing strong, global smoothness assumptions on the electrical sources (like LORETA and its variants or relatives; Chapter 3) might not be an optimal match for fMRI activation characterized by multiple distinct but nearby foci.

**Combining EEG with fMRI in developmental populations**

There are also important domains and measures where no obvious correspondence can be expected, such as ERP latency measures which directly reflect the hierarchy of processing steps and processing speed in electrical neuroimaging. Such latency changes are particularly prominent in developmental studies, where shorter latencies are interpreted in terms of accelerated processing due to maturation involving regionally specific myelinization trajectories and increased efficiency of connections in gray matter due to use and pruning. These latency decreases continue during adolescence, without corresponding changes in the distribution of the activation, i.e. of the task-related ERP source distribution and the fMRI activation pattern, as clarified by recent developmental EEG–fMRI work. Instead, late development changed a deactivation network in both EEG and fMRI from the same subjects; this network corresponds to the so-called default network. These combined developmental studies led to a model of late “temporal tuning” within the established “spatial boundaries” of specific neural networks, and illustrate how divergence due to different sensitivities of the methods may be particularly useful for theoretical advances. At the same time, these EEG–fMRI studies demonstrate that the convergence between fMRI activation (rather than deactivation)
Patterns and the temporally integrated EEG source solutions also hold for 11-year-old children, even when using standard hemodynamic functions for the event-related fMRI, and standard “adult” head models and conductivities for the EEG sources. This is illustrated in Figure 10.1, where the dynamic source sequence of semantic incongruence effects in the EEG covers two microstates in about 500 ms, closely matching the regions of increased activation in the corresponding fMRI.

While the shape of the hemodynamic response function has been reported to undergo only minor changes with development in primary sensory regions in event-related fMRI studies, recent event-related fMRI work indicates that in a language task, significant delays of more than 1 s may characterize 6-year-old children’s frontal language regions when compared with adults. This suggests that latency estimates should not only be obtained for EEG-based neuronal activity (as is common), but also for fMRI-based hemodynamic imaging in order to characterize the full extent of correspondence.

These considerations apply to developmental as well as to clinical and basic research. In fact, estimating rather than assuming the shape of the hemodynamic response functions has already proven to be crucial for understanding correspondence of simultaneous EEG–fMRI in understanding brain function in epilepsy and during rest, as discussed below.

**Combining EEG with fMRI in simultaneous recordings**

To safely record the EEG during scanning, special nonmagnetic EEG hardware and additional precautions are needed. False usage of EEG inside an MRI scanner may lead to serious burn injuries of the subject. Safety requires a current-limiting setup, and careful selection of scanning sequences with low specific absorption rates (SAR) and a low potential for radio-frequency interactions. The gradient-echo echo planar imaging (EPI) sequences typically used for fMRI usually meet these requirements. Provided that all these technical precautions are taken, safe recordings without a risk of dangerous heating of electrodes has been demonstrated by expert groups using custom-made or commercial MR-approved equipment during fMRI scanning, even at the very high magnetic field strength of 7T.

During fMRI scanning, two major artifacts exceed the EEG by orders of magnitude and thus obliterate it before post-processing. First, scanning-related voltages are induced by magnetic gradient switching. These range up to 15 mV but are highly replicable and largely independent of the scanner’s B0 field strength. They require fast (ideally 5 kHz)
sampling and a large input range (around 20 mV) to avoid aliasing and clipping of the signals. Ideally, the sampling clocks of the EEG and fMRI equipment are synchronized to facilitate the subsequent artifact removal. Second, electrocardiogram (ECG) related voltages are due to motion or flow from the ballistocardiogram which is more variable and reaches 150–700 µV at 1.5–7T, proportional to the field strength. Reducing them requires stabilization to minimize movement, and ECG channels for precise triggering. Once these conditions are met, post-processing based on subtraction of scan- and ECG-triggered averages routinely yields EEG and ERPs of good quality from up to 64 channels and up to 3T, as documented in recent reviews of clinical and cognitive applications. Besides methods that subtract some average artifact, PCA- or ICA-based approaches have also proven to be efficient to isolate and eliminate the ballistocardiogram artifact. To improve the separation of EEG data from the artifacts, it has proven to be useful to include “learning” EEG data in the data that have been recorded under comparable conditions, but outside the scanner. Particularly at high field strength, the signal-to-noise ratio (SNR) still remains lower than for separate sessions. This holds despite considerable further improvements such as hardware synchronization and the full use of topographic information through EEG-source-based filtering.

Simultaneous EEG–fMRI in epilepsy

Simultaneous EEG–fMRI combination has become of particular interest for the localization of epileptogenic foci, a clinical application which has in fact driven the technical developments which made simultaneous recordings possible. It has been demonstrated repeatedly that the correlation of the BOLD response with the epileptic discharges detected in the simultaneous EEG allows identification of the epileptogenic focus. Thus EEG–fMRI represents a promising localizing tool with high spatial resolution, in particular in chronic focal epilepsy. Recent studies have also demonstrated interesting results in patients with idiopathic generalized epilepsy, consistently showing patterns of thalamic activations and frontal and parietal lobe deactivations. Variable timing of the hemodynamic response has been reported in several studies, with some results suggesting that hemodynamic changes in the thalamus regions may even precede the corresponding EEG events. The reasons for a negative BOLD response related to epileptic activity are not yet clear. Possible reasons are a steal phenomenon secondary to the increased blood flow, abnormal coupling between blood flow and neuronal activity in the pathological area, or inhibited synaptic activity (for a discussion see Gotman).

Despite some promising results in selected cases, the overall clinical yield of the EEG–fMRI combination in epilepsy is relatively low. The largest prospective study on focal epilepsy with 63 consecutively recruited patients revealed significant BOLD changes that were concordant with electro-clinical results in only 17 patients (27%), corresponding to other reports with lower numbers of patients. A large part of the negative result was due to the impossibility of detecting interictal epileptic discharges (IED) in the scanner. In the study of Salek-Haddadi and colleagues, this was the case in 40% of the patients. Whether this is due to distorted EEG despite effective artifact corrections or due to other electromagnetic or physiological factors (e.g. patient is awake and tense, which may reduce epileptic discharges) is unclear. Movement artifacts are another important problem, particularly in small children and retarded subjects. This was the case in four patients in the study of Salek-Haddadi and collaborators. From the remaining 34 patients with spikes in the scanner and without movement artifacts, 11 patients (32%) showed no BOLD changes that significantly correlated with
the spike activity, and another six patients showed BOLD changes that were not concordant with the clinical data. Finally, from the 17 cases (27%) with concordant responses, only seven patients showed unambiguous fMRI signals. The remaining ten patients showed activations related to the “real” focus but also additional noncorresponding areas, providing ambiguous results as to which BOLD response is truly significant with respect to primary focus localization.

The reason for multiple areas of spike-correlated BOLD response is the low temporal resolution of the fMRI. Interictal epileptic discharges propagate within a few milliseconds to remote brain areas. The temporal blurring of the BOLD response over seconds makes it virtually impossible to separate discharges from the primary focus and those from propagated areas. It is therefore the rule rather than the exception to find multiple areas of BOLD changes, and additional tools are needed to determine their functional–anatomical relationship.

Since this temporal resolution is exactly the strength of the EEG, the most rational approach is to combine EEG–fMRI with EEG source imaging (ESI), as already demonstrated in a case report in 1998: ESI analysis at different time points during the spike-wave complex identified the generators of epileptogenic discharges (left lateral frontal) and differentiated it from areas activated by propagation (mesial frontal bilaterally and right frontal). Surgical resection of the initial left frontal area with subsequent seizure freedom confirmed the correctness of this localization. A more recent study of Boor and colleagues compared multiple dipole analysis (MDA) obtained by 23-channel EEG with EEG–fMRI in 11 patients with benign childhood epilepsy with centrotemporal (rolandic) spikes. In all patients, MDA correctly located the spike sources in the rolandic face or hand region. In 10 of the 11 patients, a second (or even a third) dipole was found in remote areas with delays of about 20 ms, most likely representing propagation. Again, only in 4 of the 11 patients (36%) did the fMRI provide useful results. In these four patients the expected rolandic areas showed increased BOLD response, but also additional areas in the central cortex, the sylvian fissure and the insula. Most of these areas (but not all) corresponded to the propagated dipoles as identified by the ESI. These examples underline the importance of combining different imaging modalities with different spatial and temporal properties in the evaluation of epileptic patients. Figure 10.2. illustrates such a combination in a case of a presurgical epilepsy evaluation.

However, the studies discussed above, and similar other studies used the EEG recorded outside the scanner to compare with the BOLD response, assuming that the spatio-temporal behavior of the spikes are the same inside and outside the magnet. It is well known in clinical practice that the propagation behavior of single spikes is quite variable, even in patients known for stable unifocal epilepsy. Since very powerful correction algorithms are currently available, so that artifact-reduced high density EEG (more than 64 channels) can be retrieved inside the magnet, ESI analysis can now be performed on the same spikes that are associated with the BOLD response. This will allow more direct combination of the two techniques in the future. Most interesting in this respect will be studies on epileptic networks that include both sub-cortical and cortical structures.

Advanced use of the simultaneously recorded EEG has been demonstrated. The study used an ICA to decompose the EEG data and could identify factors that displayed the typical temporal dynamics and spatial distributions of interictal activity. The time course of such factors was then used as a continuous predictor for the fMRI signal. This technique improves the sensitivity of the method and extends its application to cases where there are indices of
Figure 10.2 Multimodal imaging in presurgical epilepsy evaluation: data from a 43-year-old woman suffering from pharmaco-resistant epilepsy for 12 years. Structural MRI as well as hippocampal volumetry were normal. Video-EEG suggested a right mid- to posterior temporal focus; PET revealed right anterior temporal hypometabolism while ictal SPECT indicated right posterior lateral temporal blood flow increase (B). The EEG-triggered functional MRI showed several areas of spike-correlated BOLD responses (A) in the right temporal lobe, including the anterior pole as well as mid- and posterior areas. The electric neuroimaging based on 128-channel recordings of interictal spikes revealed a fast propagation of the activity from the anterior temporal pole to middle and posterior temporal areas (C). The figure shows the LAURA inverse solution for the four maps that were identified by a functional microstate analysis (see Chapter 6). The subsequent intracranial recordings confirmed the initiation of the seizures in the anterior of the right temporal pole with fast propagation to posterior parts of the temporal lobe. Surgical resection of the anterior temporal lobe led to seizure freedom.

interictal epileptiform EEG activity in the absence of spikes. An example of results obtained with this method is given in Figure 10.3.

Simultaneous EEG-fMRI in resting state recordings

Electroencephalography and fMRI have also been used to investigate the resting state activity of the brain and its fluctuations. The initial investigations of resting states focused on combinations of EEG with other imaging methods allowing for absolute measurements of activation such as positron emission tomography (PET). Occipital alpha band power with eyes open was correlated positively with thalamic activity, and negatively with occipital activity across subjects in PET studies. On the other hand, changes of cortical source distribution of the alpha band at rest were found to be closely related to changes in the corresponding PET activation pattern, with the more anterior alpha sources and PET distribution in patients with Alzheimer’s disease illustrating the clinical significance.

Subsequently, the focus has shifted towards correlating fluctuations of EEG spectral amplitudes during resting state recordings with corresponding fluctuation of the fMRI signal in the same subject and session. Such combined resting EEG-fMRI has become an essential source of information about the neural networks correlated with specific frequency bands. Alpha-band power has been shown to be positively correlated to fMRI–BOLD signals from the insula and from sub-cortical, namely thalamic regions. These regions had previously been hypothesized to be the pace-makers of the alpha rhythm. The positive correlation of intra-individual occipital alpha power fluctuations with thalamic activity hold for different resting states. They thus confirm and extend previous findings despite some
Figure 10.3 Combining EEG and fMRI for the localization of interictal epileptiform activity. A. A time segment showing the typical dynamics of factor load of an ICA factor that isolated the epileptiform EEG activity. The absolute value of this factor load was convolved with a hemodynamic response function and correlated with the simultaneously measured fMRI–BOLD signals. The location of significant correlation between the epileptiform EEG activity and the BOLD signal is shown in B. The location of the correlation matched well with the clinical symptoms that were characterized by transient motor aphasia during the interictal spikes.

exceptions. On the other hand, alpha-band power often showed negative BOLD correlations in posterior cortical regions, where the EEG generators of the alpha rhythm are predominantly located. There is thus a nontrivial relation between oscillating EEG sources and neural oxygen consumption. It suggests (in agreement with the large knowledge base on resting EEG alone) that EEG oscillations may indicate idling of specific neural networks, and that activation of these networks may induce more desynchronized patterns of neural firing, resulting in increased oxygen consumption, but reduced EEG scalp signals. Interestingly, different temporal lags were found for the correlation between alpha power and thalamic versus occipital fMRI activity, suggesting that hemodynamic changes in the thalamus may even precede the increases in oscillatory alpha activity.

Since then, fMRI studies have also discovered that fluctuations during rest consistently identify the so-called “default networks,” i.e. that fluctuations spontaneously form consistently correlated (or anticorrelated) clusters of brain regions that are co-active during rest, and that these default networks are also more active during rest than in active tasks. Findings from EEG–fMRI studies regarding the relation between EEG frequency modulations and these default networks have been less consistent, with different studies relating default networks to beta activity, frontal theta activity, or to thalamo-cortical networks involving multiple frequencies clustered by statistical means.

Since most of these studies are based on EEG analyses of only a few selected scalp channels despite multichannel recordings, the added regional specificity through source localizing or topographic clustering remains open. Grouping subjects according to their alpha EEG power map topographies has shown that these topographic differences also correspond to differently distributed hemodynamic response patterns, but systematic investigations utilizing variations of microstate structure along with distributed source imaging in the same subjects promise a much more detailed and better-interpretable picture of the dynamic patterns correspondence.
Further simultaneous EEG–fMRI applications

A particularly challenging domain for simultaneous EEG–fMRI studies are single trial analyses which capture the variability of task-related brain functions over time. Topographic decomposition (ICA) and source imaging have successfully demonstrated that not only the mean response but its trial-by-trial variability co-localizes to the fMRI localizations for error- and target-related activity.\(^7,8,96\)

Finally, the combination of simultaneous EEG and fMRI has also proven essential in recent attempts at direct MR-based neural current imaging. Unlike conventional BOLD fMRI, these approaches are based on the presumed sensitivity of the fMRI to subtle magnetic field distortions due to the magnetic field generated by the neural currents, using fast current-sensitive MR sequences sampling at > 20 Hz.\(^62,97\) Most results have so far been mainly negative for the relatively small sensory-evoked activity, and for the large-amplitude alpha activity,\(^62\), even though the equivalent current dipoles in the latter case clearly exceed the 10 nA detectability limit. An important conclusion from these findings is that the single dipole approximation of EEG sources may not be appropriate at the local “voxel” level.\(^97–99\)

The EEG and transcranial magnetic stimulation

Transcranial magnetic stimulation (TMS) uses an electromagnetic coil which is placed against the subject’s head to induce an electric field in the underlying nervous tissue. This stimulation of the cortical neurons usually leads to a disruption of the normal pattern of neuronal activity. Transcranial magnetic stimulation is an important tool in neuroscience because it can demonstrate causality. In fact, applying TMS to a specific cortical region and studying its consequences on task performances enables researchers to deduce about the importance of the disrupted cortical region on a specific behavior.

The instantaneous neuronal TMS-evoked effects are strongest underneath the coil, but TMS also has effects on remote regions that are interconnected with the stimulated area. The concurrent EEG recording enables the temporal and spatial tracing of the spreading of the TMS-evoked neuronal activity, thus mapping corticocortical effective connectivity. Importantly, the combination of the two methods dissociates effective connectivity (or causal interactions), defined as “the influence that one neural system exerts over another either directly or indirectly” from functional connectivity, defined as “temporal correlations between spatially remote neurophysiological events.”\(^100\) Compared with the experimental manipulation of neuronal activity in the form of sensory stimulation, the perturbation of the normal pattern of neuronal activity with TMS has some advantages. First, the stimulation is under explicit experimental control and can therefore be located precisely in time and space. Second, since direct cortical stimulation does not activate the formatio reticularis, its effects are unconfounded by peripheral effects. Finally, observed changes in the neuronal activity are not confounded by the subject’s ability to perform a task or by the strategy used. Using this approach, Massimini et al.\(^101\) mapped the TMS-evoked activity in the premotor area during quiet wakefulness and during NREM sleep in healthy subjects and found a lack of propagation beyond the stimulation site during sleep, providing evidence for a breakdown in corticocortical effective connectivity during sleep. Based on similar reports, Komssi and Kähkönen\(^102\) suggested that the online combination of EEG and TMS “may provide a window to plastic changes in cortical connectivity, e.g. after brain injuries, and could be used for diagnostic as well as for prognostic purposes” (p. 187), due to the relatively repeatable and spatially specific connectivity patterns in healthy subjects.
Another important domain of application of the online combination of EEG and TMS is the investigation of cortical reactivity, usually based on the amplitudes of event-related potentials, in relation to a certain disease or to medication. In a series of studies, Kähkönen and coauthors illustrated, for instance, the effects of alcohol on TMS-evoked potentials at frontal areas\textsuperscript{103,104}.

The combination of the two methods also opens a new avenue of research into the functional significance of the spontaneous fluctuations in different frequency bands. This has, for example, been crucial to establish a close link between the level of posterior alpha-band activity and the excitability of the visual cortex, predicting stimulus perception\textsuperscript{105}.

Other combinations and conclusions

A number of other combinations will be touched upon only briefly. The combination of structural imaging such as MRI or diffusion tensor imaging (DTI) is partly addressed in the chapter on source localization. Structural MRI data are now routinely used for source imaging by constraining the solution space to a realistic boundary element model of gray matter in the brain. The results of theoretical and experimental studies suggest a considerable advantage of realistic or anatomically constrained models over spherical models, but the advantage for using individual rather than averaged realistic brain models is less well documented\textsuperscript{106–108}. Structural, MRI-based measures of brain structure and connectivity are also starting to augment electrical neuroimaging beyond simply serving to constrain the EEG source space. An intriguing example is the recent finding that regional white matter measures correlate with ERP latencies. Faster latencies of the cognitive P3b ERP component were found to be moderately correlated with larger thalamic, callosal and precentral white matter volumes\textsuperscript{109}, and faster latency of a saccade-related visual MEG response was strongly correlated with white matter anisotropy of parietal and frontal regions modulating visual activity\textsuperscript{110}. There is clearly an increasing need for research and modeling which include latency and frequency-specific connectivity (coherence), where such combinations of measures are likely to be highly predictive.

In conclusion, the increasingly accepted status of electrical field recordings as a genuine neuroimaging method also offers ample opportunities for combinations to validate results and clarify their functional significance. Combinations are often based on at least partial convergence or overlap. These can only be determined if the limited localizing power of electrical neuroimaging and the limited time resolution of metabolic methods are optimally used. As a consequence, the use of innovative spatio-temporal methods and integration frameworks is mandatory. Also a critical, explicit approach to the assumptions and weaknesses inherent in each individual approach, such as constant maximal spatial smoothness or constant hemodynamic responses, is essential for further progress.
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